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Abstract: Service and process-oriented systems are relatively new technologies that promise effective business processes and flexible and adaptable enterprise IT systems. The key factor in service systems is the ability to decompose a business process into a distributed system, where each participant implements parts of the functions in a business process, and interactions between participants are performed via message passing. In recent years, service- and process-oriented applications have rapidly become the norm for distributed enterprises and they have led to a number of new programming languages and standards, collectively referred to as communication-centred programming. Despite their adoption, these languages and standards for communication-centred programming are still young and unstable, and not grounded on a solid theoretical foundation.

There are at least two significant dimensions when describing communication-centred programs: First, the global/local views used to describe interactions, and second, the imperative/declarative specifications styles used. With respect to views: a global view considers the system as a whole, describing specifications as sequences of message exchanges among participants, and a local view describes the system as a concurrent composition of processes, implementing each participant in the system. While the global view is what is usually provided as specification, the local view is a necessary step towards a distributed implementation. On specification styles: If processes are defined imperatively, then the control flow is defined explicitly (e.g.: as a flow graph of interactions/commands). In a declarative approach processes are described as a collection of conditions (e.g.: logical formulae) they should fulfil in order to be considered correct. Until now, research in these two dimensions have evolved rather independently from each other.

This dissertation collects works devoted to foundational studies in communication-centred programming. Specifically, the dissertation revolves around process calculi as the main analytical tool for service-oriented systems. Process calculi are formal languages conceived for the description and analysis of concurrent systems, providing a rigorous framework where distributed systems can be accurately analysed, by means of reasoning techniques to verify essential properties of a system. By means of process calculi, we provide formal relations between global and local views, and declarative/imperative specifications. This is achieved by extending previous works on the area with additional information in model specifications, like timing constraints and compensable behaviour. Finally, we provide process specifications with reasoning techniques (specification logics, type systems, simulation techniques) that allow one to verify the behaviour of a service specification with respect to trustworthy properties in the system.

Keywords: Process Calculi, Service-Oriented models, specification logics, type systems.
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What is the relationship between the ways a physician, a chemist, or a salesman organise their daily work practices? Their days are organised in terms of task and activities, normally involving some sort of collaboration with computational systems and other colleagues inside or outside the organisation, such as, generating quotes of a given product to a possible customer, performing a biological experiment and integrating the results with the database, or prescribing medicine according to patients’ tests. Ultimately, these interactions must necessarily be structured in a meaningful way. This thesis studies the ways in which computational interactions underlying most of our daily work activities are structured. In particular, we concentrate on Communication-Centred Programming, or the programming language techniques used to describe such interactions. We provide contributions on process calculi for Communication-Centred Programming, and reasoning techniques to ensure properties of the reliable performance of distributed systems. The hypothesis is that specifications of Communication-Centred programs currently have different, interrelated visions, both in the level of abstraction used to define interactions as well as the programming language paradigms used when defining them. We believe it is of utmost importance to define exactly how these visions are interrelated.

1.1 Motivation

More than forty years separate us from the beginnings of the Internet, a medium that changed drastically the way we communicate, interact, and collaborate across the globe. From mechanisms to support democratic elections up to meshes of networks collaborating in the execution of biological experiments, it has reshaped the way we perceive the world. The impact has been so deep that in June 2011 the United Nations declared Internet access as an inalienable fundamental right to which a person is inherently entitled simply because she or he is a human being [La Rue 2011].

Such advances do not come alone, and considerations regarding how to provide dependable infrastructures must be examined when defining ways of interacting over the Internet. From the security of personal data to guarantees regarding the correct execution of a distributed transaction, the ‘future Internet’ poses questions in terms of scalability, mobility, flexibility, security, trust, and robustness to the more than forty year old current Internet architecture. As outlined in [European Commission 2007], a vast landscape of application and ever-changing requirements and environments must be supported, and new means of interaction must be devised, coping with safety and reliability in their coordination methods.
1.1.1 Communication-Centred Programming

Given the loosely-coupled, highly distributed nature of systems over the Internet, this thesis revolves around the central theme of Communication-Centred Programming [Carbone et al. 2007]. In Communication-Centred programming, the focus lies in designing the communication protocols of distributed systems in such a way that, when deployed together, they will behave according to a specific control flow.

In this way, Communication-centred programming captures related concepts like (i) Business Processes, (ii) Workflow models, and (iii) Service Oriented Computing:

**Business processes:** Business processes describe a series of structured and automated interactions among business entities. It is predominantly inter-domain, regulation-based, and demands that involved stakeholders have a clear shared understanding of its meaning. Because of its inherent inter-organisational nature, a business process typically describes interactions at a *global level*, where different stakeholders may be involved.

**Workflow models:** The development of organisational-level business processes led to workflow management technologies. The important achievement of workflows is the explicit representation of process structures in process models and the controlled enactment of business processes according to these models. Workflow technologies provide a framework for the specification and automation of processes by means of activities respecting a business logic. Compared to business processes, process descriptions in the workflow are more concrete, and one can see workflows as automation of business processes in which tasks and information are contingent upon other for action, according to a set of procedural rules.

**Service-Oriented Computing:** Finally, Service-Oriented Computing (SOC) opens a new, different horizon by distributing the places in which the business logic is defined; now, small process units (services) can be shared between different organisations, so each of them can fulfil their business goals by reusing and outsourcing services. Compared to business processes, services are specified at a *local level*, describing only the viewpoint of one component in the system. Compared to workflows, services are flexible entities where the component providing a service can be substituted in a transparent way, without requiring any further adaptation.

An illustration of how these levels are related might help to understand their importance. Let us consider an on-line booking scenario. On one side, consider an on-line broker company which has deals with airlines, hotels and car rentals. On the other side, there is a customer looking for the best offers for his upcoming holiday trip. We can informally describe an excerpt of the sequence of allowed interactions as follows:

1. Customer establishes a communication with the on-line broker;
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2. Customer asks the broker for a holiday plan including flight tickets, and bookings for hotels and cars, given a set of constraints;

3. The on-line broker establishes a communication with his partners serving the destination and respecting the constraints imposed by the customer;

4. After receiving offers, the on-line broker compiles plans and forwards the plans to the customer;

5. Customer analyses the plans given, and selects the best offer.

A business process describing the given scenario will pay attention to the set of roles involved, and the sequence of interactions between such roles. Figure 1.1 describes the participants, activities, and control/message flows in this scenario\(^1\). Here, the description is rather abstract, and details about the communication primitives used and synchronisation methods are not specified. A business process then expresses the "global view", providing a specification of the whole system.

A workflow model will refine the specification of the business process, including the way in which each activity is described, adding more detail to the activities and communication flows. A workflow model is intended to be executable, and therefore its descriptions must be precise enough to be followed. Returning to the example,

---

\(^1\)We use the Business Process Modelling Notation (BPMN) [Object Management Group 2011] just as an illustrative tool to outline the model in this process.
the workflow will specify precisely which communication protocols must be followed for each communication between the on-line broker and its associated airlines. The workflow hard-wires each activity, and if one needs to change the technologies supporting any of the activities, then it will be necessary to adapt the workflow accordingly.

In the last level, services provide a flexible, scalable, and technology-agnostic infrastructure. Every task of the business process is encapsulated by a service, deployed at the site of one of the participants. The ‘local view’ refers to this deployment: located services posses only information about their local state, and connections to other services they can use. Each service is published in a service repository, that allows later linkage with other services, provided that they have compatible interfaces. Compared to workflow technologies, the use of service repositories adds a degree of flexibility: while in the workflow changes in technologies require adaptors that connect old and new components, services act transparently, that is, they do not require previous knowledge about the underlying technologies used to implement the service in order to use it (that is, as long as they conform to the same interface).

1.2 Specifying Communication-Centred Programming.

Giving the inherent complexity of analysing services in distributed environments, one normally uses different abstractions to describe and reason about them. One such abstraction deals with the study of the concurrent nature of services. Process calculi are formal languages for the description and analysis of concurrent systems. As such, the goal of a process calculus is to provide a rigorous framework in which complex systems can be accurately analysed, including reasoning techniques (type systems, specification logics, behavioural relations) to verify essential properties of a system. The work of [Honda et al. 1998] provided a new view of Communication-Centred programming in light of a process algebraic approach. The term structured communications refers to the branch of process calculi devoted to the analysis of interactions between services. In a calculus for structured communications, one considers the computation within a service as an atomic activity, and focuses the core of the analysis on the interactions between services.

One of the most important aspects when modelling services relates to the notion of trustworthiness, or the extent to which users believe that the systems behave correctly. A safe system is one in which a property considered harmful for the proper functioning of the system will never happen, e.g., the disclosure of the private credentials of the manager to a thief.

Despite of being such a recent trend, different but related views for the analysis of service oriented systems have been proposed. We can characterise such approaches in two dimensions: global/local views of services, and imperative/declarative specifications.
1.2. Specifying Communication-Centred Programming.

1.2.1 Global vs. Local Views

The first dimension relates to the granularity of abstraction used to describe interactions; either one describes the system as the exchange of messages between different participants, or one considers the system as the composition of the local behaviours of each participant. In this first view, known as choreography [Kavantzas et al. 2004], one considers the system as a whole, taking care only of the interfaces that participants use when interacting with the outside world. Choreographies help to describe the scenario in which all actors are involved in the communication process, defining where and when a communication has to happen. A designer of orchestrations decides that e.g., there will be a message from the Customer to the On-line Broker without further considerations on how this will be implemented by the Customer (sending a message) or at the On-line Broker (expecting to receive a message). This level of abstraction has already proved useful from a software development perspective, and approaches coming from both the theoretical side [Brogi et al. 2004, Montangero & Semini 2006, Su et al. 2007, Carbone et al. 2009, Carbone et al. 2010] and the development of industrial standards [Kavantzas et al. 2004, Object Management Group 2011] for choreographies have been studied.

The second view, known as orchestration [Misra & Cook 2006], instantiates the global view described by a choreography to a distributed view where participants (also called end-points) implement the communication strategies dictated by the choreography. One can see the vision of an orchestration as one in which the system is perceived by the eyes of each participant, sending and receiving messages but not knowing which other actors are present during a communication. Both choreographies and orchestrations assume autonomous scenarios, that is, they do not require a single point of control. This assumption, although realistic, greatly complicates the correct mapping from choreographies to orchestrations. Flavours of orchestration models abound [Lapadula et al. 2007a, Lanese et al. 2007, Hongli et al. 2007, van Riemsdijk & Wirsing 2007, Bruni & Mezzina 2008, Vieira 2010], and we will discuss them in the next section. As previously stated [Carbone et al. 2007, Lanese et al. 2008, Hongli et al. 2007], choreographies and orchestrations can be operationally correspondent, and one can project a choreography to generate distributed orchestrations that implement it.

1.2.2 Imperative vs. Declarative Specifications

The second dimension refers to the approach used to construct the models. Descriptions can have imperative or declarative flavours: In an imperative approach, one explicitly defines the control and communication flow of activities. These kinds of specifications are the most commonly used nowadays, and typical representatives of this approach are based on Petri nets and process calculi, as well as diverse industry standards. An imperative specification describes “how the process should behave”, defining the set of control structures, synchronisation methods, and activities involved in a specification. Imperative models require a total knowledge of the system being
specified, and the flexibility of imperative specifications is highly dependent on the constructs included in the modelling language used. Finally, changes to models derived from imperative specifications might be costly, as one needs to re-engineer the model from scratch.

By contrast, in a declarative approach the focus shifts to the specification of the set of constraints (causality relations, time constraints, quality of service) processes should fulfil in order to be considered correct [Nørgaard et al. 2005, Pesic & van der Aalst 2006, van der Aalst & Pesic 2006, Lyng et al. 2008, Rychkova et al. 2008]. The idea in a declarative approach lies in defining "what are the requirements?" instead of "how should we model them?". The idea of declarative specifications emerged from a generation with a need for flexible and rapidly-evolvable processes [Heinl et al. 1999], and require only a partial knowledge of the system specified. When working in a declarative language, the users are driven by the system to produce the required results, while the manner in which the results are produced depends on the preference of the users. Adapting the system to new requirements requires significantly less work than in imperative specifications: The constraints representing the new requirements are added to the original specification, and the system will be valid as long as the added constraints do not create inconsistencies with the original specification. Declarative specifications can also be seen as the definition of policies about the behaviour of the system, and they normally have a logical foundation, for instance, a formula in Linear Temporal Logic [Manna & Pnueli 1992].

Even if these two trends address similar concerns, we find it interesting that both styles have evolved independently of one another. Imperative and declarative specifications need not be mutually exclusive. For instance, consider the healthcare domain: a hospital specifies all possible treatments for different illnesses in special kinds of workflows, also called clinical protocols. Clinical protocols are quite specific regarding the actions taken by each of the actors involved in patient treatment, also describing the sequences in which each of the members involved in the patient treatment will engage in the protocol. On the other hand, clinical guidelines are the de-facto assessment tool regarding the compliance of a hospital with good practices in the medical sector. Clinical guidelines are, as defined by the American Institute of Medicine, "systematically developed statements to assist practitioner and patient decisions about appropriate health care for specific clinical circumstances"[Field & Kathleen N. Lohr 1990]. As a clinical protocol depends greatly on the infrastructure and personnel a health care institution has, clinical guidelines define only sets of actions that should be performed. We can observe here, that clinical protocols are imperative specifications, while clinical guidelines are their declarative counterparts.

1.3 This Dissertation

This thesis focuses on the development of foundations in which connections between the four different dimensions describing Communication-Centred Programming can be formalised. In the following we will discuss how this can be done. Our approach
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relies on concurrency theory, in particular we specialise in *process calculi*.

1.3.1 Process Calculi

*Process calculi* (also known as *process algebras*) are formalisms devised for the description and analysis of the behaviour of *concurrent systems*. As such, the goal of a process calculus is to provide a *rigorous framework* where complex systems can be accurately analysed, including *reasoning techniques* to verify their essential properties. We first discuss some basic principles of process calculi, including several issues that distinguish them from other formal models for concurrency and the main approaches to give meanings to processes.

The nature and features of concurrent systems occurring in the real world makes difficult the task of finding a canonical formalism in which *every* system can be accurately represented. In fact, even in the context of the restricted field of Communication-centred Programming, a wide variety of different phenomena, occurring at different levels of abstraction, can be recognised. The goal then is to identify a common set of *underlying principles* in the systems of interest, and to define suitable operators that capture them in a precise way. In other words, a process of *abstraction* is required to define meaningful calculi in the simplest possible way.

Process calculi are then *abstract* modelling languages for concurrent systems. This implies that models of systems abstract from real but unimportant details that do not contribute to essential system interactions. Abstraction not only allows designers to better understand the core of a system, but it also turns out to be necessary for an effective use of reasoning techniques associated with the calculus.

In addition, process calculi follow a *compositional* approach for systems description. This implies that a process calculus model of a system is given in terms of models representing its subsystems. This favours an appropriate abstraction of the main components of the systems and, more importantly, allows one to explicitly reason about the *interactions* among the identified subsystems. As we will see later, each calculus assumes a particular abstraction criteria over systems, which will influence the level of compositionality that models exhibit.

Whilst industrial modelling languages provide a broad set of language constructs, process calculi pay special attention to *economy*. There are few process constructors, each with a distinct and fundamental rôle in capturing the behaviour of systems. A reduced number of constructors in the language helps to ensure that the theory underlying the calculus is tractable, and encourages a precise definition of the abstraction criteria that the calculus aims to express. Interestingly, research shows that when it comes to standards for Communication-centred Programming, a broader corpus of the modelling language can be encoded into core subsets [Højsgaard & Hallwyl 2012], and that current usage of industrial modelling standards tends to restrict the language constructs used to a small but expressive subset [Muehlen & Recker 2008], akin to the motivation behind having fewer constructs in process calculi.

Besides giving a solid framework for the description of process behaviours, one of the main advantages of process calculi lie in the provision of reasoning methods
where concurrent models can be studied. In this thesis we concentrate our studies in three reasoning techniques: behavioural relations, specification logics, and type systems.

**Behavioural Relations:** Generally speaking, behavioural relations formalise the set of criteria that must be respected when comparing two concurrent systems. When comparing a specification and different possible implementations of a system, for instance, we will require that the implementations considered have at least the same behaviour as that of the specification. At the same time, when comparing implementations, we would like them to have an equivalent set of behaviours. Relations between models at different levels of abstraction are normally captured by pre-orders, while equivalences capture the relations between models at the same level. The granularity used to define the criteria in a behavioural relation will determine how strong the relation is, and a number of different equivalences and pre-orders have been proposed based on which aspects of system behaviour should be observable.

**Specification Logics:** When describing the correctness of a system with respect to a specification using behavioural equivalences such as observational equivalences, we are in many cases forced to specify the overall behaviour of the system. A specification logic allows for verification of properties regarding partial specifications of the system. Most of the interesting properties in concurrent systems fall into two categories: safety properties ("something bad never happens in the system"), and liveness properties ("something good eventually happens") [Lamport 1994]. The verification of these kind of properties in a process specification is carried out by exploring the state space of the system, rather than by equivalence checking. A logical semantics gives the meaning of process interactions in terms of a language with well-defined and intuitively understandable semantics. Usually, this is done by providing an interpretation of the process constructors in terms of a logic, such as Modal Logics and Temporal Logics. A specification logic then allows a user to verify properties via exploration of the state space of the process in question (Model checking).

**Type Systems:** Another way of specifying and analysing the behaviour of a process specification is by means of type systems. A type system is a syntactic method that restricts the behaviour of specifications such that they fulfil a certain set of properties. In Communication-centred Programming, for instance, we use type systems to guarantee that processes will adhere to a certain protocol communication strategy. Another example is security protocols, where we can use type systems to limit the power of a language so it does not allow attackers to infer private information.

### 1.3.2 Approach

This research has as a main objective to build formal connections between the different dimensions (global vs. local and imperative vs. declarative) in specification
1.3. Overview of this Dissertation

and verification of Communication-centred Programs. Rather than proposing a novel modelling language featuring imperative/declarative visions, this thesis explores the connections between well-established approaches for the study of interactions in message-passing concurrency. We believe it is in this way that we can achieve a faster adoption in the techniques and methods presented here: A business process described in an existing modelling language such as the Web Services Choreography Description Language (WS-CDL) [Kavantzas et al. 2004] can be directly checked against its declarative counterpart without requiring the model to be transformed. Our goal is to present characterisations of processes, both at the operational and logical level. This is done by relating the way processes are specified, both from their global and local viewpoints. Figure 1.2 illustrates the approach for the specification and verification of Communication-centred programs. A specification of a process in its global view (choreography) can be projected to the distributed execution of its end points. Similarly, every global specification corresponds to a formula in a modal logic representing the interactions between agents. A modal logic for global specifications not only provides the logical characterisation of a process; it also allows for partial specification: Given a logical formula, one can see if there is a process in the global specification that can satisfy it.

A similar reasoning ability is provided for distributed implementations (end-points): given a set of end-points defining how services interact, one is interested in describing the behaviour of its composition. Moreover, a formula representing the global behaviour of a choreography can be projected to a corresponding formula describing the behaviour of a set of end-points.

In this thesis we mainly explore different process calculi for the analysis of Communication-Centred Programs. Here we proceed to list some of the languages which we build upon:
\(\pi\)-calculus for Session-Based communication:

In Communication-Centred Programming, a session is a logic unit of information exchange between two or multiple communicating agents [Dezani-Cianca, G. & De'Liguoro, U. 2010]. Starting from Milner’s \(\pi\)-calculus [Milner et al. 1992], we explore different variants of name-passing calculi with support for in-session communication. The calculus presented in [Honda et al. 1998] is probably the first attempt towards a rigorous approach in Communication-Centred Programming. The calculus (here referred as HVK after the initials of their authors) is a language for orchestrations that features primitive treatment for session-based communication, including session establishment, data communication and session delegation primitives, as well as a typing discipline that ensures that communicating processes always follow safe communication patterns. In further works, we use the duality between choreographies and orchestrations presented in [Carbone et al. 2007]. There are two typed calculi for interactions: a distilled version of the Web-Services Choreography Description Language WS-CDL (here referred as the Global Calculus) and an applied \(\pi\)-calculus with locations for end-points (so called the end-point calculus). The global calculus directly describes interactions among multiple participants involving sequencing, branching, and recursion, which differs from the end-point-based descriptions given in the \(\pi\)-calculus, that describe orchestrations and the causal relations between messages.

Conversation Calculus:

The Conversation Calculus (CC) [Vieira et al. 2008] corresponds to a \(\pi\)-calculus with labelled communication and extended with conversation contexts. A conversation context can be seen as a medium in which interactions take place. It is similar to \(\pi\)-calculus variants for session-based communication in the sense that every conversation context has an unique identifier (e.g., a session). Interactions in CC may be intuitively seen as communications in a pool of messages, where the pool is divided in areas identified by conversation contexts. Multiple participants can access many conversation contexts concurrently, provided they can get hold of the name identifying the context. Moreover, conversations can be nested multiple times (for instance, a private chat room within a multi-user chat application).

Universal Temporal Concurrent Constraint Programming

Concurrent Constraint Programming (CCP) [Saraswat 1993] is a formalism for concurrency in which processes interact with one another by placing and reading information represented as constraints in a shared medium. We explore the use of a variant of CCP for Communication-Centred Programming. The Universal Temporal CCP (utcc) [Olarte & Valencia 2008a] is a variant of CCP for reactive synchronous programming, with the ability to express link mobility. It does so by including a universally quantified abstraction (ask) operation over the syntax of the timed version of CCP. This adds the ability to extend the scope
of local knowledge which is not possible in CCP. utcc is a declarative model for concurrency: it is shown that utcc processes can be seen, at the same time, as computing agents and as logic formulae in Pnueli’s First-order Linear-time Temporal Logic (FLTL).

1.3.3 Contributions

We can outline the contributions of this thesis in four main areas: process calculi extensions, logical characterisation of message-passing concurrency, definition of type systems, and definition of behavioural relations.

Process Calculi Extensions: In the search for adequate models for Communication-centred programming, this thesis focuses on the use of derivatives of process calculi with message-passing capabilities. Most of the calculi here studied are derivatives of the π-calculus with support for session handling primitives, including HVK [Honda et al. 1998], the End-Point Calculus (EPC) [Carbone et al. 2007], and the Conversation Calculus [Vieira et al. 2008]. With respect to these calculi, we propose extensions for the study of timed and exceptional behaviour. In particular, we present HVK^T [López et al. 2010], a timed extension of HVK that explicitly includes information on session duration, allows for declarative preconditions within session establishment constructs, and features a construct for session abortion. Additionally, we introduce C3 [López & Pérez 2012], a variant of the Conversation Calculus in which conversation contexts are enriched with a time duration, a compensating activity, and designated signals for conversation abortion.

In a parallel but interrelated branch, we studied how the concurrent constraint family of languages could be suitable for models of Communication-Centred Programming. The Universal (Temporal) Concurrent Constraint Programming (utcc) [Olarte & Valencia 2008a] is a variant of CCP that introduces a universally quantified ask operation that makes it possible to infer knowledge which is local to other agents, modelling to a certain extent the mobility necessary in calculi with support of sessions. Here we present secure utcc (utccs), a variant of utcc that allows the assumption of local knowledge in abstractions, limiting the power of the abstraction operator so it can be used to encode mobility as in the π-calculus.

Logical Characterisations: We strive for logical correspondences between the calculi for Communication-Centred Programming and their logical meaning. To do so, we explored the relation between Choreographies and Orchestrations and Temporal/Modal logics. Starting with an extension of Hennessy-Milner Logic [Hennessy & Milner 1980], we introduced $\mathcal{G}\mathcal{L}$ [Carbone et al. 2010], a global logic for the study of choreographies. The logic is equipped with a proof system that allows for verification of properties among participants in a choreography. With $\mathcal{G}\mathcal{L}$, one can see the state of a choreography as a formula in the logic, and one
can check for satisfaction of desirable properties by relating a logical formula with respect to a choreographic specification. The correspondence between Orchestrations and logics is given in two ways: first, the relationship between the calculus of orchestrations in HVK and Linear Temporal Logic is provided in form of an operational encoding to utcc. This way, services can be analysed in a declarative framework where time is defined explicitly, and their behaviour compared to formulae in LTL. Second, We define $\mathcal{LL}$, a Hennessy-Milner logic variant describing the behaviours of end-point specifications. $\mathcal{CL}$ and $\mathcal{LL}$ are closely tied, and one can project logical formulae describing properties for choreographies in $\mathcal{CL}$, to the realisation of end-point formulae in $\mathcal{LL}$.

**Type Systems**: While trying to make the mapping between Concurrent Constraint languages and name-passing calculi used in Communication-Centred programming, we identified that concepts such as the communication of mobile data and access control of information flow were not easily captured. The recently proposed *universal* tcc (utcc) introduces a universally quantified ask operation that makes it possible to infer knowledge which is local to other participants. However, it allows participants to guess knowledge even if it is encrypted or communicated on private channels, simply by quantifying over both the encryption key (or channel) and the message simultaneously. This complicates the adoption of utcc as a model for mobility and secure communications. We introduce a type system for constraints allowing to distinguish between restricted (secure) and non-restricted (universally quantifiable) variables in constraints [Hildebrandt & López 2009]. The adoption of such type systems allows for a correct communication model including the transmission of local names (as in the $\pi$-calculus) and applications in security protocols.

**Behavioural Relations**: A question derived from the definition of logical characterisations relates to the comparison of models at different levels of abstraction (choreographies & orchestrations) using behavioural relations. We search for a *refinement relation* that can capture whether an implementation meets the requirements imposed by a specification. Two types of refinements are studied in this thesis: Firstly, we build upon definitions of testing theories [De Nicola & Hennessy 1984] and simulation techniques in order to define a set of criteria where models of session-based communication featuring timed and exceptional behaviour could be compared [López & Pérez 2012]. Secondly, we search for refinement relations that can capture the flexibility presented in our logical specifications. Here we present initial ideas towards the refinement of *Open Specifications*. An open specification has two components: a system description that presents the sequence of activities that must be performed, and "open" activities: tasks that a system may do and still conform to the specification. Here we present short notes on two initial, independent ideas towards the definition of refinement relations for open specifications.
1.4 Related Work

Vast is the literature referring to models and techniques for Communication-Centred Programming, and they cover almost every aspect on the hierarchy of web-service modelling. From foundational calculi for web-services, such as Misra and Cook’s Orc [Misra & Cook 2006], we can follow several lines of research, each of them extending basic ideas through the definition of languages equipped with service oriented primitives, dealing with Quality of Service aspects or defining security mechanisms for services, among others. In this section we aim to draw a picture describing recent advances in Communication-Centred Programming. The works here presented are influential in the whole course of the document, although each chapter has its own related work specific to that contribution. Subareas related to this research can be grouped into different categories: research in process calculi, declarative languages and type systems will be explored here.

1.4.1 Process Calculi

Works about behavioural descriptions of communications grow rapidly, and this small survey would not do justice to the diversity of calculi proposed with aims of capturing structured communications and web services\(^2\). We can see the research in process algebras for structured communications in three subcategories: foundational calculi for communication-centred programming, technologically-inspired calculi and, adaptations of general models of concurrency for Communication-Centred Programming.

1.4.1.1 Foundational calculi

In their seminal paper [Misra & Cook 2006], authors presented Orc, a basic programming model for structured orchestration of services. With simple primitives like

\(^2\)A recent survey in [Bruni 2009] presents a broad view in this area.
sequential execution, symmetric and asymmetric execution, concepts of computations between different sites are modelled. It is not meant to be a computational model, but it provides important insights about properties of choreography between different processes. In fact, Orc has been compared with several of the standardised workflow patterns available at the moment, found it to be expressive enough despite its reduced syntactic set [Cook et al. 2006]. In later works [Kitchin et al. 2009], Orc has been introduced as a programming language, featuring constructs for concurrent threads, real-time observations [Wehrman et al. 2008], and mutable states. Orc has served as inspiration for further specialised calculi for service centred computations, extending the basic formalism with primitives for session handling, stream processing and pipe-lining, as occurred with the CaSPIs family of calculi [Boreale et al. 2006, Lanese et al. 2007, Boreale et al. 2008]. Also in a foundational approach, the authors in [Busi et al. 2006] explore the connections between choreographic and orchestration languages, in a minimal setting with no types.

1.4.1.2 Technology-inspired calculi

In a different approach, some calculi derived from the standards of business process languages, such as WS-BPEL [Andrews et al. 2003] and XLANG [Thatte 2001] where presented. Blite [Lapadula et al. 2008], COWS [Lapadula et al. 2007a] and SOCK [Guidi et al. 2006] represent some of these efforts. The motivation behind Blite constitutes a great example on the ambiguities one can find when modelling business processes without a formal semantics: In [Lapadula et al. 2008], a battery of business processes were tested in leading BPEL engines, and resulting executions exhibited quite different results with respect to their specifications and with respect to other engines. This problem not only undermines confidence in the implementations in question, but complicates the portability of business processes among different engines. Blite is designed as a simplification of WS-BPEL with structured activities, service definitions, correlation sets and compensation handlers, with a clear operational semantics amendable to formal verification. A similar approach is taken by the calculus for orchestration of web services (COWS) [Lapadula et al. 2007a]: While being foundational in its approach, COWS combines the notion of shared–states present on WS-BPEL with primitives of interaction already available in classic process calculi (e.g.: synchronous and asynchronous communication, pattern matching, scope extrusion) to capture complex service interactions that were not captured by Orc, such as session handling, and message passing between services. In a different view, SOCK also receives inspiration from web service specifications but conceives service oriented computing as the interaction of three different layers: the behaviour of different services, the deployment of different services in an execution environment (service engine), and a final level where the interactions between service engines can take place. Those levels are analysed with individual reasoning techniques, and the relations between different levels have been formally defined. These efforts can be considered as technology-driven approaches, in the sense that their conception is intrinsically linked to the available technology, and permits cross-checking sys-
tem functionalities with respect with process calculi constructions. The final goal is then to provide programming languages built on top of these calculi, such as Jolie [Montesi et al. 2007] or BliteC [Cesari et al. 2010]. Some efforts related to verification of technology-inspired calculi have been proposed, including quantitative analysis [Prandi & Quaglia 2007], and model checking [Fantechi et al. 2008].

1.4.1.3 Adaptation of Calculi

A different trend of research towards formal model of communication-centred programming have been the use and extension of existent formalisms in concurrency theory for the specification of service models. For example, the encoding of business processes and workflow patterns into the $\pi$-calculus [Puhlmann 2007], and long running transactions [Lanove & Zavattaro 2005] are constructed to solve reconfiguration and sessioning issues in service interactions, but since they allow unrestricted $\pi$-calculus communications the analysis is difficult, as expressed in [Lanese et al. 2007].

Recent works with motivations similar to ours include CC-Pi [Buscemi & Montanari 2007] and the calculus for structured communications in [Coppo & Dezani-Ciancaglini 2009]. CC-Pi combines synchronous communication and a restriction as in the $\pi$-calculus with operations for creating, removing, and making logical checks over the constraint store, as in Concurrent Constraint Programming [Saraswat 1993]. In CC-Pi, the reasoning techniques associated to CC-Pi are essentially operational, and used to reason about service-level agreement protocols. Additionally, as the authors note, important properties of the CCP paradigm (e.g.: the notion of consistency) not longer hold with the introduction of the new process constructors in CC-Pi. In [Coppo & Dezani-Ciancaglini 2009], the key for analysis is represented by a type system which provides consistency for session execution, much as in the original approach in [Honda et al. 1998].

Time and exceptional behaviour issues are in the scope of this thesis. Although there is a long history of timed extensions for (mobile) process calculi (see, e.g., [Berger & Honda 2000]) and the study of constructs for exceptional behaviour has received significant attention (see [Ferreira et al. 2010] for a recent overview), time and its interplay with forms of exceptional behaviour do not seem to have been jointly studied in the context of models for structured communication, but they have been considered only separately for orchestrations: With respect to time, Timed Orc [Wehrman et al. 2008] introduced real-time observations for orchestrations by introducing a delay operator. Timed COWS [Lapadula et al. 2007b] extends COWS (the Calculus for Orchestration of Web Services [Lapadula et al. 2007a]) with operators of delimitation, abortion, and delays for orchestrations; we are not aware of reasoning techniques for Timed COWS. With respect to exceptional behaviour, the work of [Dragoni & Mazzara 2010] presents a process algebraic view of compensation handling techniques in the WS-BPEL using a variant of the $\pi$-calculus for long running transactions. The work in [Hongli et al. 2007] presents a denotational semantics based on traces for a simple language for choreographies with exception handling and finalisation constructs, allowing a projection from exceptional behaviour of a choreography to
its endpoints. Two points are on consideration here: First, the language used for choreographies assumes that there is a principal taking the decisions about which branches to execute. Second, the semantics of the compensating blocks act much like exceptions in sequential languages, where exceptions are evaluations of expressions, and there is no treatment for nesting contexts.

1.4.2 Declarative Specifications

ConDec [Pesic & van der Aalst 2006, Pesic 2008] has been proposed as declarative language for the modelling and enacting of dynamic business processes based on LTL. In [van der Aalst & Pesic 2006], the authors have proposed Declarative Service Flow language (DecSerFlow) to specify, enact, and monitor service flows, which is a sister language for ConDec. Both languages share the same constructs and have tool support through the Declare tool [van der Aalst et al. 2009]. Both ConDec and DecSerFlow specify the constraints that need to be fulfilled, instead of specifying how flows should be programmed, giving more flexibility to users. The semantics of both languages is defined in terms of LTL formulae, and execution of the workflow/service flow is given by the execution of the referring Büchi automaton.

Dynamic Condition Response (DCR) graphs [Hildebrandt & Mukkamala 2010] have recently been proposed as an alternative formalism for declarative event-based workflows. Inspired by such works as the declarative process matrix [Lyng et al. 2008] and prime event structures, DCR graphs are conceived as a generalisation of prime event structures extended with notions of progress (condition-response relations), multiple executions dynamic inclusion and exclusion of nets. The declarative flavour of DCR graphs comes in the way a model is specified: Here, a process model is a directed graph where each node represents an event in the system, and the relation between events is given by preconditions (Condition relations), postconditions (Response relations) and dynamic inclusions and exclusions of events. In [Hildebrandt et al. 2011] the authors present a distribution technique for DCR graphs that projects a workflow specification in terms of their distributed end- points, demonstrating the soundness of their approach by evidencing bisimilarity between the global process and its distributed projections.

Finally, [Montangero & Semini 2006] present a logical view of choreography, formalising WS-CDL constructs in terms of a distributed-state temporal logic. Although its aim is in many respects similar to the logical characterisation we provide in Chapter ??, the characterisation provided in [Montangero & Semini 2006] is restricted, and the language does not provide session support.

1.4.3 Petri Nets

Petri nets [Peterson 1977] and Coloured Petri Nets [Jensen 1994] are one of the most popular techniques for specifying Workflows and Business Processes. One of the main selling points of Petri Nets over other formalisms (e.g. process calculi) is that it provides both a graphical notation and a formal semantics. While the graphical
notation allows for Business modellers to focus on the development of processes in a fast and intuitive way, the formal semantics allows for simulation and checking of properties of the models. A process model is then represented by the structure of a Petri net, and the execution of the process is given by the markings inside the net [van der Aalst 1998, van der Aalst 2003]. While Petri nets are feasible formalisms for the representation of simple type of workflows, more complex scenarios require specific modelling constructs related specifically to business processes. Van der Aalst proposed Workflow nets [van der Aalst 1998]. A Workflow net is a strongly-connected coloured Petri net with special places denoting start and end of procedures within a workflow, that can be organised hierarchically to abstract different levels in the specification of each process. Starting from the application of workflow nets in the industry, a guide to desirable workflow characteristics is provided by the well-known workflow patterns which are derived from a comprehensive survey of contemporary tools and modelling formalisms [van Der Aalst et al. 2003]. Such patterns are technology-agnostic, and they have also been used in relation to process-calculi [Puhlmann & Weske 2005] and declarative languages [Pesic 2008]. Although related to this thesis, the approach based on Petri nets places emphasis on the control flow, rather than the communicating nature of workflows, and focuses the analysis on a central (global) view rather than on distributed end points.

Recently, a language derived from Workflow nets has been conceived as an effort towards a common, comprehensive modelling language for business processes based on formal foundations. The Yet Another Workflow Language (YAWL for short) [Van Der Aalst & Ter Hofstede 2005, Russell et al. 2009] is an adaptation of the Petri net model used to describe workflow patterns, with a definition of its execution semantics in terms of state transition systems. The main aim is to define a minimal set of language constructs that could support the description of workflow patterns already identified, and can coexists inside the workflow solutions already present in the market, giving in this way a common understanding of the activities in a workflow management system, and eliminating some of the ambiguities present when each workflow management system defines its own execution semantics. This motivation is closer to our approach (and in general, with the vision of process calculi), as it defines a minimal set of language constructs with a well defined semantics where workflows can be studied.

1.4.4 Type Systems

Type disciplines to control the way interactions are performed date back to the works on sortings for the polyadic \( \pi \)-calculus [Milner 1991], and later in [Pierce & Sangiorgi 1993], [Takeuchi et al. 1994] and [Honda et al. 1998]. Here, \( \pi \)-calculus processes denote communication flows (interactions) between different parties. The communication is seen at a local level, and features constructs for message passing, labelled selection and delegation of responsibilities. Names (sessions) are used to ensure that interactions are different among themselves, and that processes involved in different interactions can keep a coherent track of them by the use of different
names. The type discipline (session types) guarantee that processes are engaged in interactions in a structured and complementary way. That is, if the specification of a scenario involves two participants sending and receiving information, there is a balance between dual communication primitives (inputs and outputs) and the causality relation between messages is respected.

The works on session types in [Honda et al. 1998] have been recently evolved in a methodology for Communication-Centred Programming. In [Carbone et al. 2007], a correspondence between global types (describing interactions at a choreographical level) and local types (describing interactions of end points) is presented. As described before, global descriptions can be realised by end-point specifications, in a sound and complete way that ensures that all (and only) the communication behaviour described by the global types is present in their end points.

The connections between logics and session types have been explored in different works. Here we comment on some of the most representative exponents, namely [Coppo & Dezani-Ciancaglini 2009, Caires & Pfenning 2010, Bocchi et al. 2010, Gordon & Fournet 2009, Berger et al. 2008]. In [Coppo & Dezani-Ciancaglini 2009], a calculus combining notions of concurrent constraint programming and name passing is proposed. The resulting calculus treats sessions as constraint formulae representing the requirements to be satisfied in a client-server communication, in a similar approach to the CC-Pi calculus explained above. As communications are represented as constraints, the type discipline takes account of how processes and constraints are related, guaranteeing that communications follow an structured order as in [Honda et al. 1998].

The relationship between session types and linear logics has been explored in [Caires & Pfenning 2010], where the authors establish a bidirectional correspondence between the session types and (dual) intuitionistic linear logic formulae. The correspondence is tight, and relates the existence of a simulation between reductions in session types and proof reductions in dual intuitionistic linear logic, and vice versa. In [Pérez et al. 2012], the authors make use of the linear logic interpretation of session types to describe a theory of logical relations for session types, allowing one to study properties like termination of well-typed interactions, and behavioural characterisations of session-typed isomorphisms as linear logic equivalences.

Type and effect systems have been used to study structured communications. In [Gordon & Jeffrey 2003], the $\pi$-calculus is extended with labelled assertions describing progress in their communication steps. Assertions have complementary operations, and one can ensure that the communication is safe if all specified assertions have their correspondent begin-end operations present in the run of a protocol. In [Bonelli et al. 2005], the theory of session types with corresponding assertions is studied, providing stronger guarantees for session types, in the sense that correspondence assertions allow one to keep track of the changes to the data transmitted over sessions, and the way data is propagated across multiple parties.

Relations between types and logics can also give more information about the nature of structured communications. In [Bocchi et al. 2010], authors proposed the integration of typed-based signatures with logical predicates as a method to guarantee
finer grained properties about the information in transit in structured interactions. The proposed a methodology (*Design by contract*), constitutes an extension of multiparty session types [Honda *et al.* 2008] with global assertions, describing global constraints on processes’ interactions in terms of predicate logic formulae. In this way, types not only describe causal relations between the inter-process communications, but they also fulfil constraints regarding the values in transit.

In [Berger *et al.* 2008], a proof systems characterising May/Must testing pre-orders and bisimilarties over typed π-calculus processes is presented. The connection between types and logics in such system comes in handy to restrict the shape of the processes one might be interested in, allowing us to consider such work as a suitable proof system for calculi describing the communication of end points.

In the context of security, the work on F7 [Gordon & Fournet 2009] has explored the integration of dependent and refinement types in a suite of functional programming languages, with the aim of statically checking assertions about data and state, in order to enforce security policies.

It is important to relate this research to related approaches involving types and timed constraints and exceptional behaviour. With respect to exceptional behaviour, [Carbone *et al.* 2008] proposed a language for *interactional exceptions*, in which exceptions in a protocol generate coordinated actions between all peers involved. Associated type systems ensure communication safety and termination among protocols with normal and compensating executions. In [Capecchi *et al.* 2010], the language is enriched further with multiparty session and global escape primitives, allowing nested exceptions to occur at any point in an orchestration. As for choreographies, [Carbone 2008] introduced an extension of a language of choreographies with try/catch blocks, guaranteeing that embedded compensating parts in a choreography are not arbitrarily killed as a result of an abort signal. With respect to timing behaviour, [Berger & Yoshida 2007] proposes typing analysis techniques for a variant of the asynchronous π-calculus with locations and time windows. A linear/affine type discipline presents a way to integrate time and linearity conditions in the analysis of interactions: by typing timed processes, one is able to provide further guarantees about the liveness conditions of the systems in consideration, allowing us to consider cases where messages are lost or participants involved do not reply.

Part of the research presented in Chapter 6 is based on the conversation calculus. Types in the conversation calculus are flexible structures that allow us to describe global and local views of the systems in a uniform manner [Caires & Vieira 2010]. Compared to session types, the type discipline for the conversation calculus is a generalisation of the theory of end-point projections where global and end-point types are expressed at the same level. Moreover, global types do not correspond to fixed participants but can be instantiated at runtime, allowing for scenarios where dynamic reconfigurations of multiparty sessions (delegation for instance) is captured by the types.
1.4.5 Behavioural Contracts

Parallel to session types, a theory of contracts has emerged in recent years. Contracts are behavioural descriptions of web services [Castagna et al. 2008, Bravetti & Zavattaro 2008], and formalise notions of compatibility between services and safe replacement of services. In particular, a contract can be seen as the description of the external, observable behaviour of a service, or as behavioural types of processes that do not represent the internal structure nor parallelism. Contracts are endowed with subcontract relations, describing pre-orders between implementations of services and the general specifications given in the contracts, in a way similar to semantic subtyping in [Castagna et al. 2005]. In this way, services can be exchanged as long as they are both subcontracts of the same contract specification. Authors in [Laneve & Padovani 2008] explore the relations between contracts and session types, and present a series of encodings from session types to contracts and vice versa. Related to such encodings, this work shows that while the encoding from session types to contracts is straightforward and almost homomorphic with respect to the operations in contracts, the converse relation (from contract specifications to session types) is far more complex, and manifests an exponential blow up of the encoded contract in session types. That is due to the level of abstraction used in the description of contracts, which is suggested to be higher than the one in session types. In [Castagna & Padovani 2009] the correspondence between contracts and session types is extended further, by adding contract specifications with explicit channel names that allows one to describe properties about message exchanges, delegation, and dynamic reconfiguration in terms of contracts. A logic for contracts has been proposed in [Bartoletti & Zunino 2010], where elements of the $\pi$-calculus, concurrent constraint programming and the fusion calculus [Victor & Parrow 1998] are combined in a language describing contract relations between multiple participants. Evolution in such calculus depends on the satisfaction of constraints regarding the contract specification given by each participant. In this way, the calculus describe satisfaction of "contractual specifications" much in the way of Service-Level Agreements [Buscemi & Montanari 2007]. Although this research gives a different outlook on contracts in service specifications, they can be seen as a declarative underspecified specification of which behavioural contracts are an implementation.

1.4.6 Modelling Standards

We want to relate this work to the modelling standards used in the industry. The Business Process Modelling Notation (BPMN) [Object Management Group 2011] is an effort towards a unified modelling language for business processes, and has emerged as the de-facto modelling notation in industry. BPMN was designed to provide a graphical notation for XML-based business process languages, such as WS-BPEL [Andrews et al. 2003]. With it, business analysts can take advantage of the use of BPMN since they can exploit facilities for generating executable WS-BPEL code from BPMN graphical models [Ouyang et al. 2006]. However, the specification of
BPMN as a language is rather informal and leaves ambiguity about its semantics [Recker & Mendling 2006; Dijkman et al. 2007b, Dijkman et al. 2007a], making BPMN models unsuitable for formal verification. Only recently, encodings of BPMN into different process calculi such as CSP [Hoare 1983] and COWS have been provided as an way to guarantee a formal account of BPMN [Wong 2010, Prandi et al. 2008]. Finally, Message Sequence Charts (MSCs) [Harel & Thiagarajan 2004] appeared as a technique for describing patterns of interaction between participants in distributed systems, and it has been used in the industry (e.g., telecommunication) to describe the global behaviour from a global point of view. Albeit theoretical, some efforts suggest that global descriptions in MSCs can have an equivalent of the end-point projection. A MSC is realisable if the interfaces generated from the it guarantee causality relations between inputs and outputs [Broy 2007].

1.5 Organisation and Structure

Chapters 3–7 of this dissertation each consists of a single paper. Each chapter can be read independently, and each concludes with a summary of its content and a discussion about related work. Albeit independent, some relations on the reading order of each chapter are presented in Section 1.5.2. The contribution of each chapter is described as follows:

Chapter 2 [Technical Background] This chapter provides the theoretical background for the thesis. We introduce fundamental concepts on process calculi for Communication -Centred Programming, including the π-calculus, Universal Temporal Concurrent Constraint Programming (utcc), Languages for structured communication and the Conversation Calculus. Moreover, we recall concepts of session types, and behavioural relations between processes.

Chapter 3 [A Unified Framework for Structured Communications] This chapter is a first endeavour towards a unified framework for the declarative analysis of structured communications. Starting from Universal Temporal Concurrent Constraint Programming (utcc), we provide relations between temporal logics and orchestration languages. This is realised by using utcc to give a declarative interpretation to the language of orchestrations of [Honda et al. 1998]. This way, services can be analysed in a declarative framework where time is defined explicitly, and their behaviour compared to formulae in LTL. Moreover, the selected language is prone to timed extensions: an orchestration language can be benefited from the inclusion of timed information on the duration of sessions, declarative preconditions within session establishment constructs, and session abortion primitives.

Chapter 4 [Types for Security and Mobility in Universal CCP] In this chapter, we dive deep into aspects regarding mobile and secure communications in Concurrent Constraint languages, which are prime concerns in Communication-Centred Programming. As described before, Universal Temporal Concurrent
Constraint Programming (utcc) is a recent addition to the family of Concurrent Constraint languages that introduces the possibility of universally quantify over predicates in the constraint store. We present how utcc can capture mobility and access control of information flow. To do so, we proposed utcc_s, an extension of utcc with a type system for constraints used as patterns in process abstractions, which essentially allows us to distinguish between universally abstractable information and secure (non-leakable information) in predicates. We also proposed a novel notion of abstraction under local knowledge, which gives a general way to model that a process (principal) knows a key and can use it to decrypt a message encrypted with this key without revealing the key.

Chapter ?? [A logic for Choreographies] We explore logical reasoning for the global calculus, a coordination model based on the notion of choreography, with the aim to provide a methodology for specification and verification of structured communications. Starting with an extension of Hennessy-Milner logic, we present the global logic (GL), a modal logic describing possible interactions among participants in a choreography. We illustrate its use by giving examples of properties of service specifications. Finally, we show that, despite GL is being undecidable, there is a significant decidable fragment which we provide with a sound and complete proof system for checking validity of formulae.

Chapter 5 [Modal Logics for Structured Communications] We build upon the results presented in Chapter ?? to develop a full framework integrating imperative and declarative views for structured communications. Starting from languages for the specification of services, we provide a modal logic characterisation of the interactions occurring in a system, both from a global standpoint and from the views of each participant. The framework copes with two aims: exhibiting logical guarantees about the presence of an interaction, and model generation from logical specifications.

Chapter 6 [Time and Exceptional Behaviour in Multiparty Structured Interactions] The Conversation Calculus (CC) is an extension of the \( \pi \)-calculus, intended as a model of multiparty interactions. The CC is built upon the notion of conversation—a possibly distributed medium in which participants may communicate. We study the interplay of time and exceptional behaviour for models of structured communications based on conversations. We propose C3, a timed variant of the CC in which conversations feature both standard and exceptional behaviour. The exceptional behaviour may be triggered either by the passing of time (a timeout) or by an explicit signal for conversation abortion. We argue that the combination of time and exceptional behaviour greatly enhances the significance and level of detail of specifications of structured communications.

Chapter 7 [Towards Refinement Relations in Open Specifications] Here we present initial ideas on Open Specifications. An open specification describes the behaviour of a system in terms of activities that can be refined. We comment
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on different notions of refinement for open specifications. First, we propose a new denotational behavioural model called open mixed trees which generalises standard model of labelled trees (where labels are marked as negative, positive or both) by annotating each state with a set of so-called open actions and a flag indicating if termination is allowed in the state or not. The definition of refinement is then a generalisation of covariant-contravariant simulation that also takes account of termination and allows intermediate open parts of the specification. Second, we explore transition systems with responses for the specification of open systems. A transition system with responses is a new generalisation of modal transition systems that allows for natural of deadlock freedom and liveness for infinite computations. Here we present a definition of refinement that fits transition systems with responses.

1.5.1 Publication list

This thesis compiles the results published in the following articles:


Chapter 1. Introduction


The following paper is not part of this dissertation, but it contributed by providing some details on the case studies here explored.


1.5.2 Document Structure

“All disorder had meaning if it seemed to come out of itself, perhaps through madness one could arrive at that reason which is not the reason whose weakness is madness. «To go from disorder to order», thought Oliveira.” Julio Cortázar, Hopscotch, Chapter 18.

As described at the beginning of this section, each chapter can be considered as self-contained document per se, and therefore the reader is free to choose a convenient reading order according to his/her preferences. To provide some hints, some clear connections between the chapters will be outlined below.

Figure 1.4 describes the links between each chapter. The ordering between the first two chapters (Introduction and Preliminaries) is pretty obvious. After Chapter 2 one might chose to read any paper between Chapter 3 and Chapter 7. Chapter 8 concludes and discusses possible strands for future work. Some extra links are provided, and can be of help for the lost reader:

- Chapters 3 and 4 are both contributions on Temporal Concurrent Constraint Programming. They share the same language definition and therefore a combined reading is suggested.

- Chapter ?? and Chapter 5 relate to the connection between logics and structured communications, where Chapter ?? presents a logical formalisation for choreographies and Chapter 5 extends such work towards full logical characterisation for the Global and End-Point Calculus. Therefore, a linear reading between both chapters is suggested.

- The notions of time and exceptional behaviour are present in Chapter 3 and Chapter 6. In fact, one can consider the work in Chapter 3 as the main source
of inspiration for timing analysis of structured communications, that will be explored later in Chapter 6. Therefore, an ascending order between these two chapters is suggested.

- The idea of partial specifications in structured communications that have been put forward in Chapter ?? and Chapter 5 is later explored in terms of behavioural (refinement) relations between processes, which appears in chapter 7. A linear reading between them might be useful.
2.1 Process Calculi

Let us illustrate the interplay of the above issues by introducing one of the most representative process calculus for mobility.

2.1.1 A Process Calculus for Mobile Systems

The $\pi$-calculus [Milner 1999, Sangiorgi & Walker 2001], was proposed by Milner, Parrow and Walker in the early 90’s for the analysis of mobile, distributed systems. The ability of representing link mobility is one of the main advances of the $\pi$-calculus with respect CCS (Calculus for Communicating Systems) [Milner 1995], its immediate predecessor. In the $\pi$-calculus, the description of mobile systems and their interactions is based on the notion of name. In principle, a process (an abstraction of a mobile agent) should be capable of evolving in many different ways, but always maintaining its identity during the whole computation. In addition, a process should be capable of identifying other related processes. In the $\pi$-calculus a name also denotes a communication channel, in such a way that communication among two processes is possible provided that they share the same channel. As a consequence,
in the \( \pi \)-calculus a name abstracts the identity of processes in an interaction by considering the communication channel each process is related to.

In the \( \pi \)-calculus, process capabilities are abstracted as \textit{atomic actions}. They come in two main flavours:

- \( x(z) \), representing the \textit{reception} (or reading) of the datum \( z \) on the channel \( x \). \( z \) is then ready for any subsequent computations.
- \( \pi\langle d \rangle \), denoting the \textit{transmission} of a datum \( d \) over the channel \( x \).

Actions (denoted by \( \alpha \)) are used in the context of \textit{processes} that are constructed by the following syntax:

\[
P, Q, \ldots := \quad 0 \\
\quad | \sum_{i \in I} \alpha_i P_i \\
\quad | P \parallel Q \\
\quad | !P \\
\quad | (\nu x) P
\]

Some intuitions underlying the behaviour of these processes follow.

- Process \( 0 \) represents the process that does \textit{nothing}. It is meant to be the basis of more complex processes.
- The \textit{interaction} of processes \( P \) and \( Q \) is represented by their \textit{parallel composition} \( P \parallel Q \). In addition to the individual actions of each process, their communication is possible, provided that they \textit{synchronise} on a channel, as illustrated in the following example.

\[
R = x(y).\pi\langle z \rangle \parallel 0 | \pi\langle w \rangle. 0
\]

Here, \( R \) represents the interaction of two processes sharing a channel \( x \). The transmission of \( w \) through \( x \) is complemented by its reception, which involves recognising \( w \) as \( y \). This is regarded as an atomic computational step. Afterwards, a datum \( z \) is sent, using the received name \( w \) as communication channel. Notice that in the context of \( R \), there is no partner for \( w \) in its attempt of transmitting \( z \).

- \( \sum_{i \in I} \alpha_i P_i \), usually known as a \textit{summation} process, represents a choice on the involved \( P_i \)'s, depending on the capabilities represented by each \( \alpha_i \). Only when any such processes is ready to interact with another one, a \textit{choice} among all the possible interaction options takes place. For instance, in the process

\[
(x(y).\pi\langle y \rangle. 0 + z(y). 0 + x(w). w(z). 0) | \pi\langle r \rangle. 0
\]
the first and third components of the sum are ready to interact with \( \pi(r) \). Depending on the choice, different resulting processes are possible. For instance, if the third component is selected, the resulting interaction would lead to the process \( r(x) \).

- Process \( !P \) represents the \textit{infinite execution} (or \textit{replication}) of process \( P \). There will be an infinite number of copies of \( P \) executing: \( !P = P \mid P \mid P \mid \ldots \).

- Process \( (\nu x) P \) is meant to describe \textit{restricted} names. Name \( x \) is said to be \textit{local} to \( P \) and is only visible to it. We often write \( (\nu \tilde{x}) P \) to stand for the process \( (\nu x_1)(\nu x_2)\ldots(\nu x_n) P \). A disciplined use of restricted names is crucial in delimiting communication.

The \( \pi \)-calculus is thus a language based in a few simple, yet powerful, abstractions. In addition to the above-mentioned abstraction of name as communication channels that can be transmitted, in the \( \pi \)-calculus the behaviour of mobile systems is reduced to a few representative phenomena: synchronisation on shared channels, infinite behaviour and restricted communication. The compositional nature of the calculus is elegantly defined by the parallel composition operator, which is the basis for representing interactions among processes and the construction of models.

\textbf{Meaning of Processes} Endowing process terms with a formal meaning is crucial in order to analyse process behaviour. A process language can have several semantic interpretations. In fact, the combination of two or more approaches is a common practice, since for instance, an approach can be more appropriate for intuitive understanding of processes whereas others can be more suitable for mathematical proofs. This is usually the case of Operational Semantics and Denotational/Algebraic ones. The use of several semantics motivates a legitimate question, that of determining whether different semantics are equivalent to each other. Lets illustrate the use of a semantics with the introduction of an operational semantics for the \( \pi \)-calculus.

\textbf{Operational Semantics} An operational semantics interprets a process term by using \textit{transitions} that define computational steps [Plotkin 1981]. A common practice is to capture the state of the system by means of \textit{configurations}: succinct structures including a process term and other relevant information to describe the state of the system (for instance, one could include the state of the variables in the configuration).

First we define transition systems as in [Joyal et al. 1993].

\textbf{Definition 2.1.1 (Transition Systems [Joyal et al. 1993])}. A transition system \( T \) is a quadruple \( (S, I, \rightarrow, \text{Act}) \) where \( S \) is a set of states, \( I \subseteq S \) is the set of initial states, \( \rightarrow \subseteq S \times \text{Act} \times S \) is the transition relation and \( \text{Act} \) is a set of labels.

Sometimes it is useful to consider transition systems without initial states, as introduced in [Keller 1976]. These special kind of transition systems are referred as Labelled Transition Systems (LTS), and can be thought of as an automaton without a start state or accepting states. Transitions are usually \textit{labelled} by the actions that
Figure 2.1: Operational semantics of the (late) $\pi$-calculus with no matching, symmetric rules for $+$ and $|$ are elided.

Definition 2.1.2 (Labelled Transition Systems). A labelled transition system $T$ is a triple $(S, \text{Act}, \rightarrow)$ where $S$ is a set of states, $\text{Act}$ is a set of transition labels, and $\rightarrow \subseteq S \times \beta \times S$ is the labelled transition relation such that $a \in \text{Act}$.

Operational semantics are then defined by a set of (transition) rules that formally define the features of the relation $\rightarrow$. The set of transition rules that constitute the operational behaviour of a calculus is also known as its LTS.

As an example, consider the rule that formalises the communication of interacting processes in the $\pi$-calculus:

\[
\pi(x). P \mid \pi(z). Q \rightarrow P[z/y] \mid Q.
\]

In this (labelled) rule, $P[z/y]$ denotes the syntactic replacement of all occurrences of the name $y$ with the name $z$ in the context of process $P$. We use $fn(\alpha)$ and $bn(\alpha)$ to denote the set of free and bound names in action $\alpha$. The set of names in $\alpha$ is defined as $n(\alpha) = fn(\alpha) \cup bn(\alpha)$. The set of transition rules for the late $\pi$-calculus with no matching is presented in Figure 2.1.

We will use variations of operational semantics in Chapters 3, 4, 5, 6.

Reduction Semantics The LTS describes not only the autonomous evolution of processes, captured by $\tau$ transitions, but also the interactions with the external en-
When we focus on closed systems, not subject to interaction with the environment, we are only interested in autonomous behaviour (τ transitions), which we capture by a notion of reduction.

**Definition 2.1.3 (Reduction Relation →).** The relation of reduction between processes, noted \( P \rightarrow Q \), is defined as \( P \xrightarrow{\tau} Q \). Also, we denote by \( \rightarrow^* \) the reflexive transitive closure of the reduction relation.

Using the behavioural descriptions captured by the LTS we define a behavioural semantics, which then precisely characterises when two systems have the same behaviour, and thus correspond to the same specification from a behavioural point of view.

We will use a variation of the reduction semantics of the π-calculus in Chapter 3.

**Assertion Semantics** An assertion (or logical) semantics gives meaning of process interactions in terms of a language with well-defined and intuitively understanding semantics. Usually, the language selected for an assertion semantics has a logical flavour, and allows a user to describe properties about the evolution of a process specification (Model checking).

In what follows, we shall present a property language that was introduced in process theory by [Hennessy & Milner 1985]. We are going to refer to this language as the Hennessy-Milner Logic (HML).

**Definition 2.1.4 (Hennessy-Milner Logic).** The set \( \mathcal{M} \) of Hennessy-Milner formulae over a set of actions Act is given by the following abstract syntax:

\[
F, G ::= \tt \mid \ff \mid F \land G \mid F \lor G \mid \langle a \rangle F \mid [a]F
\]

where \( a \in \text{Act} \) and \( \tt, \ff \) denote logical true and false, respectively.

The satisfaction relation \( \models \) relates processes to HML formulae by structural induction on formulae such that:

\[
\begin{align*}
P &\models \tt \text{ for each } P \\
P &\models \ff \text{ for no } P \\
P &\models \phi \land \chi \text{ iff } P \models \phi \text{ and } P \models \chi \\
P &\models \phi \lor \chi \text{ iff } P \models \phi \text{ or } P \models \chi \\
P &\models \langle a \rangle \phi \text{ iff } P \xrightarrow{a} P' \text{ and } P' \models \phi \\
P &\models [a]\phi \text{ iff } P \xrightarrow{a} P' \text{ and } P' \models \phi \text{ for all } P'
\end{align*}
\]
We will explore the uses of process characterisations in terms of variants of the HML logic and Linear Temporal Logic (LTL) further in Chapters 3, 4 and Chapter ??.

2.1.2 (Temporal) Concurrent Constraint Programming

This section provides the interested reader the main concepts of Concurrent Constraint Programming (CCP), Temporal Concurrent Constraint Programming (tcc) and its universal extension (utcc), following the presentation of [Olarte & Valencia 2008a].

Concurrent Constraint Programming (CCP) was first introduced by Vijay Saraswat in [Saraswat 1993] as a rich family of programming languages where (partial) information plays a fundamental role in the computation and control of concurrent programs. In CCP-based calculi all the (partial) information is monotonically accumulated in a so-called store. The store keeps the knowledge about the system in terms of constraints, or statements defining the possible values a variable can take (e.g., $x + y \geq 42$). It also defines an entailment relation $\models$ specifying interdependencies among constraints. Intuitively, $c \models d$ means that the information in $d$ can be deduced from that in $c$ (as in, e.g., $x \geq 42 \models x \geq 0$). Concurrent agents (i.e., processes) that are part of the system interact with each other using the store as a shared communication medium. They have two basic capabilities over the store, represented by tell and ask operations. While the former adds a piece of information about the system, the latter queries the store to determine if some piece of information can be inferred from its current content. Tell operations can act concurrently refining the information in the store while asks can serve as a general synchronisation mechanism, that will be blocked if there is not enough information into the store to answer its query.

A fundamental notion in CCP-based calculi is that of a constraint system. Basically, a constraint system provides a signature from which syntactically denotable objects in the language called constraints can be constructed, and an entailment relation ($\models$) specifying interdependencies among such constraints. More precisely,

**Definition 2.1.5 (Constraint System).** A constraint system is a pair $CS = (\Sigma, \Delta)$ where $\Sigma$ is a signature of function ($F$) and predicate ($P$) symbols, and $\Delta$ is a decidable theory over $\Sigma$ (i.e., a decidable set of sentences over $\Sigma$ with at least one model). The underlying language $L$ of $[\Sigma, \Delta]$ contains the symbols $\neg, \land, \Rightarrow, \exists$ denoting logical negation, conjunction, implication, existential quantification. Constants, such as $tt$ and $ff$ denote the usual always true and always false values, respectively. Constraints, denoted by $c, d, \ldots$ are first-order formulae over $L$. We say that $c$ entails $d$ in $\Delta$, written $c \models_{\Delta} d$ (or just $c \models d$ when no confusion arises), if $c \Rightarrow d$ is true in all models of $\Delta$. For operational reasons we shall require $\models$ to be decidable.

Timed concurrent constraint programming (tcc) [Saraswat et al. 1994, de Boer et al. 2000] extends CCP for modelling reactive systems. In tcc, time is conceptually divided into time units (or discrete time intervals). In a particular time unit, a tcc process $P$ gets an input (i.e. a constraint) $c$ from the environment, it executes with this input as the initial store, and when it reaches its resting point, it outputs the resulting store $d$ to the environment. The resting point determines also a residual
process $Q$ which is then executed in the next time unit. Here it is where one of the most important differences between CCP and tcc resides, as whilst the refinement of $c$ during the execution of $P$ at interval $i$ is monotonic, $d$ is not necessarily a refinement of $c$ (that is, constraints can be forgotten).

**Definition 2.1.6 (tcc process syntax).** Processes $P, Q, \ldots \in \text{Proc}$ are built from constraints $c \in \mathcal{C}$ and variables $x \in \mathcal{V}$ in the underlying constraint system by the following syntax:

\[
P, Q, \ldots ::= \text{skip} \\
| \text{tell}(c) \\
| \text{when } c \text{ do } P \\
| P || Q \\
| (\text{local } x; c)P \\
| \text{next}(P) \\
| \text{unless } c \text{ next}(P) \\
| !P
\]

Intuitively, the process $\text{skip}$ does nothing, $\text{tell}(c)$ adds a new constraint $c$ into the store, while $\text{when } c \text{ do } P$ asks if $c$ is present into the store in order to execute $P$. A process $(\text{local } x; c)P$ binds the variables $x$ in $P$ by declaring them private to $P$ under a constraint $c$. If $c = \text{tt}$, we write $(\text{local } x; \text{tt})P$ instead of $(\text{local } x; c)P$. The operators associated with time allow the process to go one time unit in the future $(\text{next}(P))$ or to define time-outs: if at the current time unit it is not possible to entail the constraint $c$ then the process $\text{unless } c \text{ next } P$ will execute $P$ at the next time unit. We will often use $\text{next}(P)$ as a shorter version of $\text{next}(\text{next}(\ldots \text{next}(P)))$ n-times. Finally, $P || Q$ denotes the usual parallel execution and $!P$ denotes timed replication; that is, $!P = P || \text{next}(!P)$ executes $P$ at the current time and replicates its behaviour over the next time period.

\text{utcc [Olarte & Valencia 2008a]} is an extension of the tcc calculus with a general ask defining a model of synchronisation. While in tcc an ask $\text{when } c \text{ do } P$ is blocked if there is not enough information to entail $c$ from the store, utcc inspires its synchronisation mechanism on the notion of abstraction in functional programming languages.

**Definition 2.1.7 (utcc processes).** The syntax of utcc processes result from replacing process $\text{when } c \text{ do } P$ in Definition 2.1.6 with the abstraction process $(\lambda x; c)P$.

$(\lambda x; c)P$ can be seen as the dual version of $(\text{local } x; c)P$ in which the variables are abstracted with respect to the constraint $c$ and the process $P$. A process $Q = (\lambda x; c)P$ binds the variables $x$ in $P$ and $c$. It executes $P[t/x]$ for every term $t$ s.t. the current store entails an admissible substitution over $c[t/x]$. The substitution $[t/x]$ is admissible if $|x| = |t|$ and no $x_i$ in $x$ occurs in $t$. Furthermore, $Q$ evolves into $\text{skip}$ at the end of
the time unit, i.e., abstractions are not persistent when passing from one time unit to the next one.

The operational semantics provides the intuitions on how utcc processes interact. In principle, a configuration is represented by the tuple \( \langle P, c \rangle \) where \( P \) denotes a set of processes and \( c \) a constraint store. \( P \) can evolve to a further process \( P' \) during an internal transition \((-\rightarrow-)\) where the constraint store \( c \) is monotonically refined, or can execute an observable transition \((\Rightarrow\Rightarrow)\), producing the result of the future function of \( P \) and the constraint store \( d \). The set of operational rules is presented in Figure 2.2, where \( \langle P, c \rangle \) denotes a configuration, and \( F(Q) \) denotes the future function of process \( Q \).

Intuitively, the operational rules of utcc behaves almost in the same way as its counterpart in tcc, excepting by the general treatment of asks in utcc. Here we will describe the operational consequence of this change, we refer to [Olarte & Valencia 2008a] for further details on the operational semantics. Rule \( R_A \) describes the behaviour of the abstraction \( \langle \lambda \bar{x}. c \rangle P \); a configuration here considers two stores, being \( c \) and \( d \) local and global stores respectively. If \( d \) entails \( c[\bar{t}/\bar{x}] \) then \( P[\bar{t}/\bar{x}] \)

}\[ F(Q) = \begin{cases} \text{skip} & \text{if } Q = \text{skip} \\ F(Q_1) \| F(Q_2) & \text{if } Q = Q_1 \| Q_2 \\ R & \text{if } Q = \text{next}(R) \\ \langle \text{local } \bar{x}, c \rangle F(R) & \text{if } Q = \langle \text{local } \bar{x}, c \rangle R \\ R & \text{if } Q = \text{unless } c \text{ next } R \end{cases} \]

Figure 2.2: Transition System for utcc: Internal and Observable transitions
is executed. Moreover, the abstraction persists in time, allowing any other process to match with \( \check{x}' \) in \( P \) while no other replacements of \( \check{x}' \) with \( \check{t} \) will occur, as \( d \) is augmented with a constraint disallowing this.

The notion of local information can be evidenced in \( R_L \), considering a process \( P = (\text{local} \ x', c) \ Q \), we have to consider: (i) that the information about \( x' \) locally for \( P \) subsumes any other information present for the same set of variables in the global store, therefore, \( x' \) is hidden by the use of an existential quantifier over \( x \) in \( d \). (ii) that the information about \( x' \) that \( P \) can produce after the reduction is still local, so we hide it by existentially quantifying \( x' \) in \( c' \) before publishing it to the global store. After the reduction, \( c' \) will be the new local store of the evolution of internal processes.

Finally, observable behaviour is described by \( R_O \) after having used the internal transitions in a process \( P \) to evolve to a process \( Q \) with a quiescent-point (in which no more information can be added/inferred), the reduction will continue by executing the future function of \( Q \) with the resulting constraint store.

**Assertion Semantics** utcc provides a number of reasoning techniques: First, for a significant fragment of the calculus, the input-output behaviour of a process \( P \) can be retrieved from the set of fixed points of its associated closure operator [Olarte & Valencia 2008b]. Second, utcc processes can be characterised as First-order Linear-time Temporal Logic (FLTL) formulae [Manna & Pnueli 1992] (See section 2.2.1). This declarative view of the processes allows for the use of the well-established verification techniques from FLTL to reason about utcc processes.

**Definition 2.1.8 (Output Behaviour).** Let \( s = c_1.c_2......c_n \) be a sequence of constraints.

If \( P = P_1 \overset{\text{tt}(c_1)}{\rightarrow} P_2 \overset{\text{tt}(c_2)}{\rightarrow} \ldots P_n \overset{\text{tt}(c_n)}{\rightarrow} P_{n+1} \overset{o}{\rightarrow} Q \) we shall write \( P \overset{s}{\rightarrow} Q \).

If \( s = c_1.c_2.c_3..... \) is an infinite sequence, we omit \( Q \) in \( P \overset{\rightarrow}{\rightarrow} Q \). The output behaviour of \( P \) is defined as \( o(P) = \{ s \mid P \overset{s}{\rightarrow} Q \} \). If \( o(P) = o(Q) \) we shall write \( P \sim^o Q \). Furthermore, if \( P \overset{s}{\rightarrow} Q \) and \( s \) is unimportant we simply write \( P \overset{o}{\rightarrow} Q \).

**Definition 2.1.9.** Let \( TL[] \) a map from utcc processes to FLTL formulae given by:

\[
\begin{align*}
\text{TL[skip]} &= \text{tt} & \text{TL[tell(c)]} &= c \\
\text{TL[P] Q} &= \text{TL[P]} \land \text{TL[Q]} & \text{TL[\lambda \check{y}, c] P} &= \forall \check{y}(c \Rightarrow \text{TL[P]}) \\
\text{TL[local x', c] P} &= \exists x[c \land \text{TL[P]}] & \text{TL[next P]} &= o\text{TL[P]} \\
\text{TL[unless c next P]} &= c \lor o\text{TL[P]} & \text{TL[P]} &= f\text{TL[P]}
\end{align*}
\]

We use the eventual modality \( \diamondsuit F \) as an abbreviation of \( \neg \square \neg F \).

The following theorem relates the operational view of processes with their logic interpretation.

**Theorem 2.1.10 (Logic correspondence [Olarte & Valencia 2008a]).** Let \( TL[] \) be as in Definition 2.1.9, \( P \) a utcc process and \( s = c_1.c_2.c_3..... \) an infinite sequence of
constraints s.t. $P \xrightarrow{s}^*$. For every constraint $d$, it holds that: $\text{TLP} \vdash \diamond d$ if there exists $i \geq 1$ s.t. $c_i \vdash d$.

Recall that an observable transition $P \xrightarrow{\langle c, c' \rangle} Q$ is obtained from a finite sequence of internal transitions (rule $\text{RO}_1$). We notice that there exist processes that may produce infinitely many internal transitions and as such, they cannot exhibit an observable transition; an example is $(\lambda \, x; c(x)) \text{tell}(c[x + 1])$. The utcc processes considered in this paper are well-terminated, i.e., they never produce an infinite number of internal transitions during a time unit. Notice also that in the Theorem 2.1.10 the process $P$ is assumed to be able to output a constraint $c_i$ for all time-unit $i \geq 1$. Therefore, $P$ must be a well-terminated process.

2.1.3 Languages for Structured Communications

Here, we will mention the approach of the Global Calculus and the End Point Calculus

2.1.3.1 A session type language: HVK

We begin by introducing HVK, a language for structured communication proposed in [Honda et al. 1998]. We assume the following conventions: names are ranged over by $a, b, \ldots$; channels are ranged over by $k, k'$; variables are ranged over by $x, y, \ldots$; constants (names, integers, booleans) are ranged over by $c, c', \ldots$; expressions (including constants) are ranged over by $e, e', \ldots$; labels are ranged over by $l, l', \ldots$; process variables are ranged over by $X, Y, \ldots$. Finally, $u, u', \ldots$ denote names and channels. We shall use $\vec{x}$ to denote a sequence (tuple) of variables $x_1 \ldots x_n$ of length $n = |\vec{x}|$. Notation $\vec{x}$ will be similarly applied to other syntactic entities. The sets of free names/channels/variables/process variables of $P$, is defined in the standard way, and are respectively denoted by $\text{fn}(\cdot), \text{fc}(\cdot), \text{fv}(\cdot)$, and $\text{fpv}(\cdot)$. Processes without free variables or free channels are called programs.

Definition 2.1.11 (The HVK language [Honda et al. 1998]). Processes in HVK are built from:

$$P, Q ::= \begin{align*}
\text{request } a(k) \text{ in } P & \quad \text{Session Request} \\
\text{accept } a(k) \text{ in } P & \quad \text{Session Acceptance} \\
| k || e'_i, P & \quad \text{Data Sending} \\
| k ?(\vec{x}) . P & \quad \text{Data Reception} \\
| k < l ; P & \quad \text{Label Selection} \\
| k \triangleright \{ l_1 : P_1 \}, \ldots, l_n : P_n \} & \quad \text{Label Branching} \\
\text{throw } k[k'] ; P & \quad \text{Channel Sending} \\
\text{catch } k(k') \text{ in } P & \quad \text{Channel Reception} \\
| \text{if } e \text{ then } P \text{ else } Q & \quad \text{Conditional Statement} \\
| \text{inact } P & \quad \text{Parallel Composition} \\
| (\nu u) P & \quad \text{Inaction} \\
| & \quad \text{Hiding}
\end{align*}$$
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The operational semantics of HVK is given by the reduction relation \( \rightarrow_h \) which is the smallest relation on processes generated by the rules in Figure 2.3.

Sessions The central idea in HVK is the notion of a session, i.e., a series of reciprocal interactions in which two interacting parties first establish a private connection via some public channel and then interact through it, possibly interleaved with other sessions. More concretely, an interaction between two parties starts by the creation of a fresh session identifier, that later will be used as a private channel where meaningful interactions take place. Each session is fresh and unique, so each communication activity will be clearly separated from other interactions; thus, sessions serve as an abstraction unit for describing structured communication.

More precisely, sessions are initialised by a process of the form \( \text{request } a(k) \text{ in } Q \mid \text{accept } a(k) \text{ in } P \). In this case, there is a request, on name \( a \), for the initiation of a session and the generation of a fresh channel. This request is matched by an accepting process on \( a \), which generates a new channel \( k \), thus allowing \( P \) and \( Q \) to communicate each other. This is the intuition behind rule Link. Three kinds of...

\[ \begin{align*}
\text{request } a(k) \text{ in } Q \mid \text{accept } a(k) \text{ in } P & \xrightarrow{h} (\nu k)(P \mid Q) \\
(k[\ell]P) \mid (k?x).Q & \xrightarrow{h} P \mid Q[\ell/x] \quad \text{if } e \downarrow \ell' \\
 k \triangleq l_i;P \mid k \triangleright \{l_1:P_1 \mid \cdots \mid l_n:P_n\} & \xrightarrow{h} P \mid Pi (1 \leq i \leq n) \\
\text{throw } k[k'];P \mid \text{catch } k(k') \text{ in } Q & \xrightarrow{h} P \mid Q \\
\text{if } e \text{ then } P \text{ else } Q & \xrightarrow{h} P \mid (e \downarrow \text{tt}) \\
\text{if } e \text{ then } P \text{ else } Q & \xrightarrow{h} Q \mid (e \downarrow \text{ff}) \\
\text{def } D \text{ in } (X'\ell k) \mid Q & \xrightarrow{h} \text{def } D \text{ in } (P[\ell/x] \mid Q) \mid (e \downarrow \ell', X(x'k') = P \in D) \\
P & \xrightarrow{h} P' \text{ implies } (\nu u)P & \xrightarrow{h} (\nu u)P' \\
P & \xrightarrow{h} P' \text{ implies } P \mid Q & \xrightarrow{h} P' \mid Q
\end{align*} \]
atomic interactions are available in the language: sending (including name passing), branching, and channel passing (also referred to as delegation). Those actions are described by rules $\text{Com}$, $\text{Label}$, and $\text{Pass}$, respectively. In the case of $\text{Com}$, the expression $\hat{e}$ is sent on the port (session channel) $k$. Process $k?([x])$. $Q$ then receives such data and executes $Q\bar{c}/[x]$, where $\bar{c}$ is the result of evaluating the expression $\hat{e}$. The case of $\text{Pass}$ is similar but considering that in the constructs $\text{throw }k[k']$, $P$ and $\text{catch }k(k')$ in $Q$, only session names can be transmitted. In the case of $\text{Label}$, the process $k\llbracket l\rrbracket;P$ selects one label and then the corresponding process $P_l$ is executed. The other rules are self-explanatory.

### 2.1.3.2 A global view of communications: The Global Calculus

The Global Calculus (GC) [Carbone et al. 2006, Carbone et al. 2007] originates from the Web Service Choreography Description Language (WS-CDL) [Kavantzas et al. 2004], a description language for web services developed by W3C. Terms in GC describe choreographies as interactions between participants by means of message exchanges. As in HVK, the description of such interactions is centred on the notion of a session. In this section, we present the basic elements of GC and its reduction semantics. Terms in GC describe how global descriptions evolve, and relate to the type discipline that describes the structured sequence of message exchanges between participants.

**Syntax**

Let $\mathcal{C}, \mathcal{C}', \ldots$ denote terms of the calculus, often called interactions or choreographies. Terms describe a course of information exchange among two or more parties from a global viewpoint. The syntax of the Global Calculus is given below.

**Definition 2.1.12.** The syntax of the global calculus is given by the following grammar:

$$
\mathcal{C} ::= \begin{array}{l}
0 & \text{(inaction)} \\
A \rightarrow B : a(k). \mathcal{C} & \text{(init)} \\
A \rightarrow B : k(l, e, y) & \text{(com)} \\
\mathcal{C}_1 | \mathcal{C}_2 & \text{(par)} \\
\text{if } e@A \text{ then } \mathcal{C}_1 \text{ else } \mathcal{C}_2 & \text{(cond)} \\
X & \text{(recvar)} \\
\mu X. \mathcal{C} & \text{(recursion)}
\end{array}
$$

Some conventions follow:

- $A, B, \mathcal{C}, \ldots$ range over a collection $\mathcal{P}$ of participants;
- $k, k', \ldots$ range over a collection $\mathcal{K}$ of linear channels (also called session channels). Session channels designate communication channels freshly generated for each session. In service technologies, they are realised by sending a freshly generated identifier as part of the message.
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- \( a, b, c, \ldots \) range over a collection \( S \) of shared channels, also called session initiating channels.
- \( v, w, \ldots \) range over a collection \( \text{Var} \) of variables; \( X, Y, \ldots \) are process variables, and \( l, l', \ldots \) labels for branching;
- finally \( e, e', \ldots \) range over unspecified arithmetic and other first-order expressions.

We write \( e@A \) to mean that the expression \( e \) is evaluated using the variable related to participant \( A \) in the store.

Intuitively, the term (inaction) denotes a system where no interactions take place. (init) denotes a session initiation by \( A \) via \( B \)'s service channel \( a \), with a fresh session channel \( k \) and continuation \( C \). Note that \( k \) is bound in \( C \). (com) captures both the selection of an operation \( l \) as well as in-session communication of the expression \( e \) (at \( A \)'s) over a session channel \( k \). In this case, \( y \) does not bind in \( C \) (the semantics will treat \( y \) as a variable in the store of \( B \) ). In (par), \( C_1 \mid C_2 \) denotes the parallel product between \( C_1 \) and \( C_2 \). (cond) denotes the standard conditional operator where \( e@A \) indicates that the expression \( e \) has to be evaluated in the store of participant \( A \). In ( recursion), \( \mu X . C \) is the minimal fix point operation for recursion, where the variable \( X \) of (recvar) is bound in \( C \). The free and bound session channels and term variables are defined in the usual way. The calculus is equipped with a standard structural congruence \( \equiv \), defined as the minimal congruence relation on interactions \( \equiv \) such that: (i) \( (C, 0, \mid) \) is a commutative monoid with respect to \( \mid \) and \( 0 \), it is closed under alpha equivalence \( \equiv_\alpha \) of terms, and it is closed under the recursion unfolding, i.e., \( \mu X . C \equiv \mu X . C[X] \).

Remark 2.1.13 (Differences with respect to [Carbone et al. 2007]). The syntax in Definition 2.1.12 presents a simplified version of the global calculus without restriction, summation and local assignments. In its original presentation [Carbone et al. 2006], restriction is used only during session initiation. We capture the requirement of fresh identifiers by using the operational rules in Figure 2.4. Excluding the lack of local assignment, we argue that our version of GC is, to some extent, as expressive as the one originally reported in [Carbone et al. 2007].

Semantics Terms in the global calculus are considered modulo structural congruence \( \equiv \) as the least congruence relation on \( C \) such that: (i) \( (C, 0, \mid) \) is a commutative monoid, and (ii) \( C \equiv_\alpha C' \) if \( C \equiv_\alpha C' \).

The semantics of the global calculus is defined as a reduction relation \( (\sigma, C) \rightarrow (\sigma', C') \) which says that the choreography \( C \) with state \( \sigma \) performs an interaction and evolves into \( C' \) with state \( \sigma' \). The state \( \sigma \) contains a set of variables labelled by participants. As described in the previous subsection, a variable \( x \) located at participant \( A \) is written as \( x@A \). The same variable name labelled with different participant names denotes different variables (hence \( \sigma(x@A) \) and \( \sigma(x@B) \) may differ). The reduction relation \( \rightarrow \) is defined as the least relation on state/choreography pairs satisfying the rules in Figure 2.4.
### Figure 2.4: Reduction Semantics for the Global Calculus

<table>
<thead>
<tr>
<th>Transition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G - \text{RInit}$</td>
<td>$h$ is fresh, $(\sigma, A \to B \cdot \alpha(k), C) \rightarrow (\sigma, C[h/k])$</td>
</tr>
<tr>
<td>$G - \text{RStruct}$</td>
<td>$C \equiv C'' \quad (\sigma, C) \rightarrow (\sigma', C') \quad C' \equiv C'''$</td>
</tr>
<tr>
<td>$G - \text{RRRec}$</td>
<td>$(\sigma, C[\mu X \cdot C]) \rightarrow (\sigma', C')$</td>
</tr>
<tr>
<td>$G - \text{RPar}$</td>
<td>$(\sigma, C_1 \mid C_2) \rightarrow (\sigma', C'_1 \mid C_2)$</td>
</tr>
<tr>
<td>$G - \text{RIfT}$</td>
<td>$\sigma(e @ A) \Downarrow \text{tt}$</td>
</tr>
<tr>
<td>$G - \text{RIfF}$</td>
<td>$\sigma(e @ A) \Downarrow \text{ff}$</td>
</tr>
<tr>
<td>$G - \text{RCom}$</td>
<td>$\sigma(e @ A) \Downarrow v$</td>
</tr>
</tbody>
</table>

Intuitively, transition $(G - \text{RInit})$ describes the evolution of a session initiation: after $A$ initiates a session with $B$ on service channel $\alpha$, $A$ and $B$ share the fresh channel $h$ locally. $(G - \text{RCom})$ describes the main interaction rule of the calculus: the expression $e$ is evaluated into $v$ in the $A$-portion of the state $\sigma$ and then assigned to the variable $x$ located at $B$ resulting in the new state $\sigma[x @ B \mapsto v]$. $(G - \text{RIfT})$ and $(G - \text{RIfF})$ show the possible paths that a deterministic evolution of a choreography can produce. $(G - \text{RPar})$ and $(G - \text{RStruct})$ behave as the standard rules for parallel product and structural congruence, respectively.

**Remark 2.1.14 (Global Parallel).** Parallel composition in the global calculus differs from the notion of parallel found in standard concurrency models based on input/output primitives [Milner 1999]. In the latter, a term $P_1 \mid P_2$ may allow interactions between $P_1$ and $P_2$. However, in the global calculus, the parallel composition of two choreographies $C_1 \mid C_2$ concerns two parts of the described system where interactions may occur in $C_1$ and $C_2$ but never across the parallel operator $\mid$. This is because an interaction $A \to B \ldots$ abstracts from the actual end-point behaviour, i.e., how $A$ sends and $B$ receives. In this model, dependencies between two choreographies can be expressed by using variables in the state $\sigma$.

### 2.1.3.3 Structured Communications: The end-point Calculus

The end-point calculus (EPC) [Carbone et al. 2007] is the $\pi$-calculus [Milner 1999] extended with sessions [Honda et al. 1998] as well as locations [Hennessy 2007] and
store [Carbone et al. 2004]. Below, \( P, Q, \ldots \) denote processes, \( M, N, \ldots \) networks.

\[
\begin{align*}
P & ::= \! \sigma(k, P) \quad \text{(initin)} \quad \sigma(k), P \quad \text{(initout)} \\
& \mid k \triangleleft l(e), P \quad \text{(selection)} \quad k \triangleright \Sigma_i l_i(y_i), P \quad \text{(branch)} \\
& \mid P_1 \oplus P_2 \quad \text{(plus)} \quad \mu X.P \quad \text{(rec)} \\
& \mid \text{if } e \text{ then } P_1 \text{ else } P_2 \quad \text{(cond)} \quad 0 \quad \text{(inact)} \\
\end{align*}
\]

\[
\begin{align*}
N & ::= A[P]_{\sigma} \quad \text{(participant)} \\
& \mid N_1 \mid N_2 \quad \text{(parnet)} \\
& \mid \varepsilon \quad \text{(inactnet)}
\end{align*}
\]

(initin) and (initout) are dual operations for describing session initiation: \( \! \sigma(k). P \) denotes a process offering a replicated (available in many copies) service \( \sigma \) with session channels \( k \) while \( \sigma(k) \). \( P \) denotes a process requesting a service \( \sigma \) with session channels \( k \). In both cases, \( P \) is the continuation. The next two processes denote standard in-session communications (where \( y_i \), in the second construct, the branching input, is not bound in \( P \)) and \{\( l_i \}\} are pairwise distinct). The term (plus) denotes internal choice. The rest is standard. Networks are parallel composition of participants, where a participant has the shape \( A[P]_{\sigma} \), with \( A \) being the name of the participant, \( P \) its behaviour, and \( \sigma \) its local state, now interpreted as a local function from variables to values. We often omit \( \sigma \) when irrelevant. The free session channels, free term variables and service channels are defined as usual over processes and networks and, similarly to the global calculus, are denoted by \( \text{fsc}(P/N) \), \( \text{fvr}(P/N) \) and \( \text{channels}(P/N) \) respectively. The syntax here presented differs from its original presentation in the absence of the local assignments, conditional operators, and restriction of networks and processes.

**Semantics** We give a semantics for EPC in terms of reductions of networks \( N \to N' \). The reduction semantics follows the \( \pi \)-calculus and is defined by the rules given in Figure 2.5. Note that symmetric rules are omitted, and rules for restriction and variable assignment in the original version are omitted.

Rules in the reduction semantics for EPC treat processes and networks differently. Rules (E-RInit) describe the interaction given by two end-points willing to establish a new session. Here, \( \! \sigma(k). P \) denotes a replicated service. Reactions involving in-session communication and label selection are described by (E-RCm), where \( e \Downarrow \nu \) describes the evaluation of expression and \( \sigma[x \mapsto v] \) the mapping variables \( x \) by the value \( v \) in \( \sigma \). Rules (E-RParP) and (E-RParN) describe reductions over parallel composition of threads and parallel composition of networks. Rule (E-RSum) is the standard rule for internal choice. Finally, (E-RStruct) relates structural congruent networks.

**Definition 2.1.15.** The structural congruence over end-point terms \( (\equiv) \) is defined as the least congruence on processes such that \( (\equiv, 0, \cdot), (\equiv, 0, \oplus), (\equiv, \varepsilon, \cdot) \) are
\[
\begin{align*}
E \rightarrow \text{RInit} & \\
A^{\perp} a(k). P \mid P'_{\sigma} \mid B[\overline{a}](\overline{k}). Q \mid Q'_{\sigma} & \rightarrow (A^{\perp} a(\overline{k}). P \mid P \mid P'_{\sigma} \mid B[Q \mid Q'_{\sigma}]_{\overline{h}[\overline{k}]})
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RCom} & \\
\sigma \vdash e \downarrow_{v} \quad j \in I & \\
A^{\perp} \text{ if } e \text{ then } P_{1} \text{ else } P_{2} \mid P'_{\sigma} & \rightarrow A^{\perp} P_{1} \mid P'_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RIIf} & \\
\sigma \vdash e \downarrow_{t} & \\
A^{\perp} \text{ if } e \text{ then } P_{1} \text{ else } P_{2} \mid P'_{\sigma} & \rightarrow A^{\perp} P_{2} \mid P'_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RSum} & \\
\sigma \vdash e \downarrow_{t} & \\
\sigma \vdash e \downarrow_{f} & \\
\sigma \vdash e \downarrow & \\
A^{\perp} P_{1} \oplus P_{2} R_{\sigma} & \rightarrow A^{\perp} P_{1} R_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RRec} & \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N' \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N'
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParP} & \\
A^{\perp} P_{1} R_{\sigma} & \rightarrow A^{\perp} P_{1} R_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParN} & \\
M \rightarrow M' & \\
M[N] \rightarrow M[N]
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RSRec} & \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N' \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N'
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParP} & \\
A^{\perp} P_{1} R_{\sigma} & \rightarrow A^{\perp} P_{1} R_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParN} & \\
M \rightarrow M' & \\
M[N] \rightarrow M[N]
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RSRec} & \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N' \\
A^{\perp} P[X] Q_{\sigma} N & \rightarrow N'
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParP} & \\
A^{\perp} P_{1} R_{\sigma} & \rightarrow A^{\perp} P_{1} R_{\sigma}
\end{align*}
\]

\[
\begin{align*}
E \rightarrow \text{RParN} & \\
M \rightarrow M' & \\
M[N] \rightarrow M[N]
\end{align*}
\]

Figure 2.5: Reduction Relation for the End-Point Calculus

commutative monoids, and (i) \(P \equiv Q\) if \(P \equiv_{o} Q\), (ii) \(A[P]_{\sigma} \equiv A[Q]_{\sigma}\) if \(P \equiv Q\).

2.1.4 The Conversation Calculus

Here we briefly introduce the Conversation Calculus (CC, in the following). Further details can be found at [Vieira et al. 2008, Vieira 2010].

The CC corresponds to a \(\pi\)-calculus with labeled communication and extended with conversation contexts. A conversation context can be seen as a medium in which interactions take place. It is similar to sessions in service-oriented calculi (see [Honda et al. 1998]) in the sense that every conversation context has an unique identifier (e.g.: an URI). Interactions in CC may be intuitively seen as communications in a pool of messages, where the pool is divided in areas identified by conversation contexts. Multiple participants can access many conversation contexts concurrently, provided they can get hold of the name identifying the context. Moreover, conversations can be nested multiple times (for instance, a private chat room within a multi-user chat application).
Definition 2.1.16 (CC Syntax). Let $\mathcal{N}$ be an infinite set of names. Also, let $\mathcal{L}$, $\mathcal{V}$, and $\chi$ be infinite sets of labels, variables, and recursion variables, respectively. Using $d$ to range over $\uparrow$ and $\downarrow$, the set of actions $\alpha$ and processes $P$ is given below:

$$\alpha ::= l^d[\bar{n}] | l^d[\bar{x}] | \text{this}(x) \quad P, Q ::= n \lceil P \rceil | \sum_{i \in I} a_i \parallel P_i | P \parallel Q | (\nu n) P | \mu X. P | X$$

Above, $\bar{n}$ and $\bar{x}$ denote tuples of names and variables in $\mathcal{N}$ and $\mathcal{V}$, respectively. Actions can be an output $l^d[\bar{n}]$ or an input $l^d[\bar{x}]$, as in the $\pi$-calculus, with $l \in \mathcal{L}$ in both cases. The message direction $\downarrow$ (read "here") decrees that the action it is associated to should take place in the current conversation context, while $\uparrow$ (read "up") decrees that the action should take place in the enclosing one. We often omit the "here" direction, and write $l^d(y).P$ and $l^d(\bar{n}).P$ rather than $l^d[y].P$ and $l^d[\bar{n}].P$.

The context-aware prefix $\text{this}(x)$ binds the name of the enclosing conversation context to $x$. The syntax of processes includes the conversation context $n \lceil P \rceil$, where $n \in \mathcal{N}$. We follow the standard $\pi$-calculus interpretation for guarded choice, parallelism, restriction, and recursion (for which we assume $X \in \chi$). As usual, given $\sum_{i \in I} a_i \parallel P_i$, we write $0$ when $|I| = 0$, and $a_1. P_1 + a_2. P_2$ when $|I| = 2$. We assume the usual definitions of free/bound variables and free/bound names for a process $P$, noted $fv(P)$, $bv(P)$ and $fn(P)$, $bn(P)$, respectively. The set of names of a process is defined as $n(P) = fn(P) \cup bn(P)$. Finally, notice that labels in $\mathcal{L}$ are not subject to restriction or binding.

The semantics of the CC is given as a labeled transition system (LTS). As customary, a transition $P \xrightarrow{\lambda} P'$ represents the evolution from $P$ to $P'$ through action $\lambda$. We write $P \xrightarrow{\lambda}$ if $P \xrightarrow{\lambda} P'$, for some $P'$. We define $P \xrightarrow{\tau}$ as $P \xrightarrow{\tau} P'$. We use $P \xrightarrow{*}$ to denote the transitive closure of $P \xrightarrow{\tau}$, and write $P \xrightarrow{\lambda} P'$ when $P \xrightarrow{*} \lambda P' \xrightarrow{*} P'$.

Definition 2.1.17. Transition labels $\lambda$ are defined in terms of actions $\sigma$, as defined by the following grammar:

$$\sigma ::= \tau | l^d[\bar{x}] | l^d[\bar{n}] | \text{this} | \text{this}(x) \quad \lambda ::= \sigma | c \sigma | (\nu n) \lambda$$

Action $\tau$ denotes internal communication, while $l^d[\bar{x}]$ and $l^d[\bar{n}]$ represent an input and output to the environment, respectively. Action this represents a conversation identity access. A transition label $\lambda$ can be either the (unlocated) action $\sigma$, an action $\sigma$ located at conversation $c$ (written $c \sigma$), or a transition label in which $n$ is bound with scope $\lambda$. This is the case of bounded output actions. $\text{out}(\lambda)$ denotes the names produced by a transition, so $\text{out}(\lambda) = \sigma$ if $\lambda = l^d[\sigma]$ or $\lambda = cl^d[\sigma]$ and $c \neq \sigma$. A transition label $\lambda$ denoting communication, such as $l^d[\bar{x}]$ or $l^d[\bar{n}]$, is subject to duality $\overline{\lambda}$. We write $l^d[\overline{\bar{x}}] = l^d[\bar{n}]$ and $l^d[\overline{\bar{n}}] = \{l^d[\bar{x}] | \bar{x} \in \mathcal{V}\}$.

Figure 2.6 presents the LTS. The rules in the upper part of Fig. 2.6 follow the transition rules for a $\pi$-calculus with recursion. For instance, rule (CC-OPEN) corresponds to the usual scope extrusion rule in the $\pi$-calculus. The rest of the rules are specific to the CC. Rule (CC-THIS) captures the name of an enclosing conversation context. Rule (CC-LOC) locates an action to a particular conversation context,
and rule (CC-HERE) changes the direction of an action occurring inside a context. Rules (CC-THISCLOSE1) and (CC-THISCOMM1) are located versions of (CC-CLOSE) and (CC-COMM), respectively. Rule (CC-THISLOC1) hides an action occurring inside a conversation context. Rules (CC-THRU1) and (CC-TAU1) formalise how actions change when they "cross" a conversation context.

2.2 Verification

2.2.1 Linear Temporal Logic

Temporal logics were introduced into computer science by Pnueli [Pnueli 1977] and thereafter proven to be a good basis for specification as well as for automated rea-
2.2. Verification

We recall the syntax and semantics of FLTL. We refer the reader to [Manna & Pnueli 1992] for further details.

Recall that a signature $\Sigma$ is a set of constant, function and predicate symbols. A first-order language $\mathcal{L}$ is built from the symbols in $\Sigma$, a denumerable set of variables $x, y, \ldots$, and the logic symbols $\neg, \wedge, \vee, \Rightarrow, \leftrightarrow, \exists, \forall, \top$ and $\bot$.

**Definition 2.2.1 (FLTL Syntax).** Given a first-order language $\mathcal{L}$, FLTL formulae is given by the syntax:

$$F, G, \ldots ::= c \mid F \land G \mid F \lor G \mid \neg F \mid \exists x F \mid \diamond F \mid o F \mid \Box F.$$

Where $c$ is a predicate symbol in $\mathcal{L}$.

As done in Model Theory, the non-logical symbols of $\mathcal{L}$ (predicate, function and constant symbols) are given meaning in an underlying $\mathcal{L}$-structure, or $\mathcal{L}$-model, $M(\mathcal{L}) = (I, D)$. This means, they are interpreted via $I$ as relations over a domain $D$ of the corresponding arity.

**States and Interpretations:** A state $s$ is a mapping assigning to each variable $x \in \mathcal{L}$ a value $s(x)$ in $D$. This interpretation is extended to $\mathcal{L}$-expressions in the usual way, for example, $s(f(x)) = I(f)(s(x))$. We write $s \models_{M(\mathcal{L})} c$ if and only if $c$ is true with respect to $s$ in $M(\mathcal{L})$.

The state $s$ is said to be an $x$-variant of $s'$ iff $s'(y) = s(y)$ for each $y \neq x$. This is, $s$ and $s'$ are the same except possible for the value of the variable $x$.

We shall use $\sigma, \sigma', \ldots$ to range over infinite sequences of states. We say that $\sigma$ is an $x$-variant of $\sigma'$ iff for each $i \geq 0$, $\sigma(i)$ is an $x$-variant of $\sigma'(i)$.

**Definition 2.2.2 (FLTL Semantics).** We say that $\sigma$ satisfies $F$ in a $\mathcal{L}$-structure $M(\mathcal{L})$, written $\sigma \models_{M(\mathcal{L})} F$, iff $\langle \sigma, 0 \rangle \models_{M(\mathcal{L})} F$ following the assertions in Figure 2.7.

We say that $F$ is valid in $M(\mathcal{L})$ if and only if for all $\sigma$, $\sigma \models_{M(\mathcal{L})} F$. $F$ is said to be valid if $F$ is valid for every model $M(\mathcal{L})$.

Ensuring specifications have no communication errors.

2.2.2 Session Types for the Global Calculus

The Global Calculus comes accompanied with a type discipline that ensures the proper control flow among interactions. It is built as a generalisation of session types [Honda et al. 1998] for global interactions, first presented in [Carbone et al. 2007]. Here we informally describe their use through examples, and direct to their original presentation for a more formal view.

Session types in GC are used to structure sequence of message exchanges in a session. Their syntax is as follows:

$$\theta = \text{bool} \mid \text{int} \mid \ldots$$

$$\alpha = k \triangleright \Sigma l_i(\theta_i) \mid \alpha_i \mid k \triangleleft \Sigma l_i(\theta_i) \mid \alpha_i \mid \alpha_1 \mid \alpha_2 \mid \text{end} \mid \mu t. \alpha \mid t \quad (2.1)$$
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} \text{tt} \]
\[ \langle \sigma, i \rangle \not\models_{M(\mathcal{C})} \text{ff} \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} c \quad \text{def} = \sigma(i) \models_{M(\mathcal{C})} c \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} \neg F \quad \text{def} = \langle \sigma, i \rangle \not\models_{M(\mathcal{C})} F \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} F \land G \quad \text{def} = \langle \sigma, i \rangle \models_{M(\mathcal{C})} F \text{ and } \langle \sigma, i \rangle \models_{M(\mathcal{C})} G \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} F \lor G \quad \text{def} = i > 0 \text{ and } \langle \sigma, i-1 \rangle \models_{M(\mathcal{C})} F \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} F \bowtie G \quad \text{def} = \langle \sigma, i+1 \rangle \models_{M(\mathcal{C})} F \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} \exists t. F \quad \text{def} = \text{for some x-variant } \alpha' \text{ of } \sigma, \langle \sigma', i \rangle \models_{M(\mathcal{C})} F \]
\[ \langle \sigma, i \rangle \models_{M(\mathcal{C})} \Box F \quad \text{def} = \forall j \geq i, \langle \sigma, j \rangle \models_{M(\mathcal{C})} F \]

Figure 2.7: FLTL semantics

Here, \( \theta \) range over standard data types bool, string, int, \ldots and \( \alpha \) describe session types. We describe the forms of \( \alpha \).

- \( k \triangleright \Sigma, l(\theta), \sigma_i \) and \( k \triangleleft \Sigma, l(\theta), \alpha_i \) are branching-input and selection-output types, they describe the provision of processes with labelled inputs (or a labelled output, respectively) followed by the continuation \( \alpha_i \).

- The type \( \alpha_1 \parallel \alpha_2 \) is a parallel composition of session types \( \alpha_1 \) and \( \alpha_2 \).

- The type end indicates session termination and is often omitted.

- \( \mu t. \alpha \) indicates a recursive type with \( t \) as a type variable. \( \mu t. \alpha \) binds the free occurrences of \( t \) in \( \alpha \). We take an equi-recursive view on types, not distinguishing between \( \mu t. \alpha \) and its unfolding \( \alpha[\mu t. \alpha |] \).

Typing judgments in GC have the form \( \Gamma \vdash \mathcal{C} \triangleright \Delta \), where \( \Gamma \) is a type environment describing services, and \( \Delta \) the type environment describing sessions. Typically, \( \Gamma \) contains a set of type assignments of the form \( \alpha @ A : \alpha \), which say that a service \( \alpha \) located at participant \( A \) may be invoked and run a session according to type \( \alpha \). \( \Delta \) contains type assignments of the form \( k[A, B] : \alpha \) which say that a session channel \( k \) identifies a session between participants \( A \) and \( B \) and has session type \( \alpha \) when seen from the viewpoint of \( A \). There is no particular reason why one has to choose a strict direction when considering interactions, and one may as well consider \( k[A, B] : \alpha \) from the viewpoint of \( B \). Consider an online booking scenario (as the one in Equation 5.2.6). One possible type assignment for \( \Delta \) is:

\[ k_1, k_2 : \text{Cust}, AC \setminus k_1 \triangleright \text{booking(string)}, k_2 \triangleleft \text{offer(int)}, k_1 \triangleright \text{accept(string)}, \text{end} \]

Describing that \( k_1 \) and \( k_2 \) are names corresponding to the same session between participants \( \text{Cust} \) and \( AC \), and corresponds to the session type \( \alpha = k_1 \triangleright \)
booking(string), \( k_2 \triangleleft \text{offer(int)} \), \( k_1 \triangleright \text{accept(string)} \), end when seeing it from the point of view of \textit{Cust}.

We provide some examples on the typing rules for the GC. The full set typing rules are similar to the original ones attached in Appendix 5.B\(^1\). First, we comment the rule \((G\text{-TInit})\), which types the establishment of a new session between two participants.

\[
\frac{\Gamma, a@B : (k)\alpha \vdash \Delta \cdot k[B,A] : \alpha \quad A \neq B}{\Gamma, a@B : (k)\alpha \vdash A \rightarrow B. a(k). C \triangleright \Delta}
\]

Here, the typing rule dictates some requirements on the structure of the choreography: first, the initialisation of a session between participants in \( A \rightarrow B. a(k) \). \( C \) requires that sessions names in \( k \) correspond to a session type in the premise. Moreover, it checks that the service channel \( a@B : (k)\alpha \) is declared in the service typing \( \Gamma \). The rule \((G\text{-TCom})\) describes communication between participants:

\[
\frac{\Gamma \vdash C \triangleright \Delta : k[A,B] : \alpha_j \quad \Gamma \vdash e@A : \theta_j \quad \Gamma \vdash x@B : \theta_j \quad k \in k' \quad A \neq B \quad j \in J}{\Gamma \vdash A \rightarrow B : k\langle l_i, e, x \rangle. C \triangleright \Delta \cdot k[A,B] : k \triangleright \Sigma_{i \in I} l_i(\theta_i). \alpha_i}
\]

Here, the interaction \( C = A \rightarrow B : k\langle l_i, e, x \rangle \). \( C' \) will be typable with a session type \( \Delta \cdot k[A,B] : k \triangleright \Sigma_{i \in I} l_i(\theta_i). \alpha_i \) provided that: 1) The evaluation of the expression \( e \) at \( A \) and its recipient variable \( x \) at \( B \) correspond to the same value type, 2) the communication is performed between different participants \( A \) and \( B \), 3) the continuation \( C \) contains a session type between \( A \) and \( B \) such that its session names in \( k \) contain \( k \), and 4) the branch selected in \( i \) is a valid one. In the conclusion, we use an output type \( k \triangleright \Sigma_{i \in I} l_i(\theta_i). \alpha_i \) describing the emission of value from the point of view of \( A \). It is clear, that we could use a complementary rule to type the input of values from the point of view of \( B \).

\textbf{Assumption 2.2.3 (Well-typedness).} Henceforth we only consider well-typed terms for the Global calculus, unless otherwise specified.

\section*{2.2.3 Session Types for the End-Point Calculus}

Session types for the EPC builds from the syntax of session types in equation 2.1. Basically, the type discipline of the EPC stems from the Global Calculus, but assigns session types to every single participant instead of the whole choreography. In this way, the session typing in the EPC describes the end-point behaviour. An \textit{end-point typing judgment} contains judgements for processes in the form \( \Gamma \vdash A P \triangleright \Delta \) (where \( P \) is typed as a behaviour for \( A \)) and judgements for networks \( \Gamma \vdash N \triangleright \Delta \). In both,

\(^1\)Pay attention that the session types used in Appendix 5.B bear some differences from the ones exemplified here. Note there that branching inputs and selections are replaced by corresponding separate input-output types and branching-selection types.
mappings $\Gamma$ and $\Delta$ are service and session typings respectively. Here, $\Gamma$ and $\Delta$ are defined as:

\[
\begin{align*}
\Gamma & := \emptyset \mid \Gamma, a@A: (\bar{k})\alpha \mid \Gamma, \overline{\sigma}@A: (\bar{k})\alpha \mid \Gamma, x@A: \theta \mid \Gamma, X: \Delta \\
\Delta & := \emptyset \mid \Delta, \bar{k}@A: \alpha \mid \Delta, \bar{k}: \bot
\end{align*}
\]

Above, $a@A: (\bar{k})\alpha$ indicates the service located at $A$ which is invoked with fresh session channels $\bar{k}$ and offers service of the shape $\alpha$, while $\overline{\sigma}@A: (\bar{k})\alpha$ indicates the type abstraction for the dual invocation, i.e. a client of an $A$'s service which invokes with fresh channels $\bar{k}$ and engages in interactions abstracted as $\alpha$. Note $@A$ indicates the location of a service in both forms. As before, $\bar{k}$ should be a vector of pairwise distinct session channels which should cover all session channels in $\alpha$, and $a$ does not contain free type variables. $(\bar{k})$ binds occurrences of session channels in $(\bar{k})$ in $\alpha$, which induces the standard alpha-equality. A central concept in this type discipline is the notion of duality for session types, which is defined as:

\[
\bar{k}\alpha@A = \gamma(\bar{k})\sigma@A \quad \gamma(\bar{k})\alpha@A = (\bar{k})\sigma@A
\]

where the notion of duality $\alpha$ of $\sigma$ remains the same.

Here we only comment some examples on the typing rules, and the full type system can be found in Appendix 5.D\(^{2}\). Similarly as with the type system for the Global Calculus, we will focus the examples in session initiation and communication. The two rules $(E\text{-}TInit.In),(E\text{-}TInit.Out)$ describe session initiation primitives:

\[
\begin{align*}
E - TInit In & \\
\Gamma \vdash_A P \triangleright \bar{k}@A: \alpha & \quad a \notin \text{dom}(\Gamma) \quad \text{client}(\Gamma) \\
\Gamma, ! a(\bar{k})\sigma@A \vdash_A ! a(\bar{k}), P \triangleright \emptyset & \\
E - TInit Out & \\
\Gamma, a : (\bar{k})\alpha@B \vdash_A P \triangleright \Delta \cdot \bar{k}@A: \alpha & \\
\Gamma, a : (\bar{k})\alpha@B \vdash_A \overline{\sigma(\bar{k})}P \triangleright \Delta
\end{align*}
\]

In $(E\text{-}TInit.In)$, the premise only allows for typings of session channels involved in the session initiation of service $a$, that is, only the channels in $\bar{k}$. This linearity condition blocks free session channels from occurring during a replicated input. The condition $a \notin \text{dom}(\Gamma)$ prevents from self-calls and ensures that the type assignment occurs at the side of the client. Requirements for the complementary typing rule $(E\text{-}TInit.Out)$ are analogous, although the linearity condition is removed. Communication rules are standard for session types, for instance, the rule $(E\text{-}TSelOut)$ is used to type message outputs:

\[
E\text{-}TSelOut
\]

\[
\begin{align*}
\Gamma \vdash_A k < l_i(e), P \triangleright \Delta \cdot \bar{k}@A: \alpha \quad & j \in I \quad \Gamma \vdash e : \theta_j \\
\Gamma \vdash_A P \triangleright \Delta \cdot k@A: \alpha_j
\end{align*}
\]

Here, process $k < l_i(e), P$ types after evaluation that the typing of $e$ corresponds to a correct value type and that the continuation $P$ behaves as established by the session type in $\Delta \cdot \bar{k}@A: \alpha$. Analogous requirements hold for typing the input process $k \triangleright \Sigma_i l_i(y_j), P_i.$

\(^2\)The same considerations for global types apply also for end-point types.
2.2.4 End Point Projection

The relation between global and local views at the specification of communication protocols is given at the level of types. The central idea is that one can project the behaviour (type) of a global specification given in terms of choreography into a parallel composition of the behaviours of end-points. The mapping is far from trivial, and need to preserve causal relations between messages and threads, namely connectedness, well-threadedness and coherence. The next subsection presents a recap from the work at [Carbone et al. 2007]. In order to give the formal definition of end point projection, we first annotate global specifications with identifiers for threads.

An annotated interaction is an annotation of a choreography with $t$'s denoting each thread in play. Annotated interactions are written $A, A', \ldots$, and they are given by the following grammar:

$$A ::= A^1 \rightarrow B^2 : a(k). A$$
$$| A^1 \rightarrow B^2 : k(l, e, y). A$$
$$| \text{if } e@A^t \text{ then } A_1 \text{ else } A_2$$
$$| 0$$

where each $t$ is a natural number. We call $t, t', \ldots$ occurring in an annotated interaction, threads. Each $A$ can be regarded as an abstract syntax built from a constructor in its root (either a prefix or a parallel product), if the tree is originated from a single thread, or a pair of threads if the interaction involves an interaction (session initiation, message communication or selection/branching). The following is the consistent annotation of online booking example referred before $^3$:

$$\text{Cust}^1 \rightarrow \text{AC}^2 : \text{ob}(k_1, k_2), \text{Cust}^1 \rightarrow \text{AC}^2 : k_1(\text{booking}, \text{Paris}, x), \text{(OB}_A)$$

$$\text{AC}^2 \rightarrow \text{Cust}^1 : k_2(\text{offer}, \$$ 100.00, y), \text{Cust}^1 \rightarrow \text{AC}^2 : k_1(\text{accept, cardNr.12345, z}), 0$$

Which, although simple, could be more complicated in the case there are more than one session initiation involved in the choreography. Take for instance the case where $\text{Cust} \rightarrow \text{AC}: \text{ob}(k_1, k_2)$ is decomposed by the sequence of processes $\text{Cust} \rightarrow \text{AC}: \text{ob}(k_1)$, $\text{AC} \rightarrow \text{Cust}: \text{ob}(k_2)$ We can have different annotations for $\text{Cust}$ and $\text{AC}$. The sequence: $\text{Cust}^1 \rightarrow \text{AC}^2 : \text{ob}(k_1)$, $\text{AC}^2 \rightarrow \text{Cust}^3 : \text{ob}(k_2)$ generates a valid annotation as it places each session initiation between the customer and the AC in different threads, any other annotation would be invalid.

A choreography $\mathcal{C}$ is connected, if the interactions within $\mathcal{C}$ describe strongly connected sequences of interactions where active/passive participants (the ones originating/receivers of an interaction). Informally, for each participant $A$ in the set of

$^3$The data types for the messages in each of the interactions are obvious, therefore they will not be described.
participants of a choreography \( C \), a communication activity originated by \( A \) should have been immediately by a communication activity where \( A \) had acted as a receiver, or been preceded by a self-contained action (evaluation of expressions, for instance).

**Consistent annotations** In order to provide meaningful projections between choreographies and its end-points, we need to define a notion of “consistent annotation”, that is, an annotation \( \mathcal{A} \) such that it respects causality conditions, and can be realised by a projection. Such conditions are: 1) Causal Consistency: if a participant annotated with \( \pi \) is passive in an interaction (a receiver), then the subsequent interaction will be marked with \( \pi \) as well, or it will be a self-contained action, 2) Session Consistency: Two actions in \( \mathcal{A} \) identified by the same session name are annotated with the same thread, and 3) Distinctness Condition: The input of session initiation is always given a fresh thread.

The **Well-threadedness** condition ensures global specifications are free from unrealisable dependencies among actions. We say \( \mathcal{A} \) is well-threaded if it is connected and it has a consistent annotation.

**Mergeability** Annotations in a choreography allow for the extraction of threads directly from the global behaviour. As threads are sequences of actions to be executed at each end-point, we need to ensure that threads generated from choreographical annotations are meaningful, in the sense that they project only to the required end-points, and threads describing the behaviour of the same end point are encapsulated (merged) on a single service description. Mergeability, denoted by \( \triangleright \), is the smallest equivalence over typed terms up to \( \equiv \), closed under all typed contexts and

\[
\forall l \in (I \cap J). (P \triangleright Q \land x_l = y_l) \quad \forall i \in I \land j \in J. l_i \neq l_j \quad \text{M - In}
\]

\[
\forall i \in I \land j \in J. \quad P_i \triangleright k \triangleright \Sigma_j l_j(y_j) \quad Q_j \quad \text{M - Zero}
\]

\[
\text{fsc}(P) = 0
\]

When \( P \triangleright Q \), we say that \( P \) and \( Q \) are mergeable.

Above, a context is any end-point calculus process with some holes. (M-In) is for branching and says that we can allow differences in branches which do not overlap, but we do demand each pair of behaviours with the same operation to be identical.

The operation \( P \sqcup Q \) allows for merging typed processes as long as they are mergeable according to the rules above. \( P \sqcup Q \) is a partial commutative binary operator on typed processes which is well-defined iff \( P \triangleright Q \). We see an example of the merging rules, and the full set can be consulted in Appendix 5.E. The merging of two branching processes \( k \triangleright \Sigma_{i \in I_l}(x_l) \cdot P_i \) and \( k \triangleright \Sigma_{i \in I_l}(x_l) \cdot P_i \) is given as:

\[
k \triangleright \Sigma_{i \in I_l}(x_l) \cdot P_i \sqcup k \triangleright \Sigma_{i \in I_l}(x_l) \cdot P_i \overset{\text{def}}{=} k \triangleright \left( \Sigma_{i \in I_l}(y_l) \cdot (P_i \sqcup Q_i) + \Sigma_{i \in I_l}(y_l) \cdot P_i \right)
\]
That is, the resulting merge groups in a single session branching all the options coming from multiple branches that have the same session key.

Given a consistent annotation, we can project each of its threads onto an end-point process. The thread projection $\text{TP}(A, t)$ is a partial operation that uses the merge operator, some of the rules are given below (the full set are included in Appendix 5.F):

$$\text{TP}(A^0 \rightarrow B^0 : b[k], A, t) = \begin{cases} \overline{b(k)}, \text{TP}(A, t_1) & \text{if } t = t_1 \\ b[k], \text{TP}(A, t_2) & \text{if } t = t_2 \\ \text{TP}(A, t) & \text{otherwise} \end{cases}$$

$$\text{TP}(A^0 \rightarrow B^0 : k(l, e, x), A, t) = \begin{cases} k<l(e), \text{TP}(A, t) & \text{if } t = t_1 \\ k\triangleright l(x), \text{TP}(A, t) & \text{if } t = t_2 \\ \text{TP}(A, t) & \text{otherwise} \end{cases}$$

$$\text{TP}(\text{if } @A^0 \text{ then } A_1 \text{ else } A_2, t) = \begin{cases} \text{if } e \text{ then } \text{TP}(A_1, t') \text{ else } \text{TP}(A_2, t') & \text{if } t = t' \\ \text{TP}(A_1, t) \sqcup \text{TP}(A_2, t) & \text{otherwise} \end{cases}$$

**Definition 2.2.4 (Coherent Interactions).** Given a well-threaded, consistently annotated interaction $A$, we say that $A$ is coherent if the following two conditions hold:

1. For each thread $t$ in $A$, $\text{TP}(A, t)$ is well-defined.

2. For each pair of threads $t_1, t_2$ in $A$ with $t_1 \equiv_A t_2$, we have $\text{TP}(A, t_1) \succ \text{TP}(A, t_2)$.

Below, $\text{part}(C)$ denotes the set of participants names occurring in $C$. Recall also being coherent entails being well-typed, connected and well-threaded.

**Definition 2.2.5 (End-Point Projection).** Let $C$ be a coherent interaction, and $A$ be a consistent annotation of $C$. Then the end point projection of $A$ under a state $\sigma$, denoted $\text{EPP}(A, \sigma)$, is given as the following network.

$$\text{EPP}(A, \sigma) \stackrel{\text{def}}{=} \prod_{A \in \text{part}(C)} A^\sigma \left\lfloor \prod_{t \in \{t\}} \text{TP}(A, t') \right\rfloor_{@A}$$

The mapping given above is defined after choosing a specific annotation of an interaction. The following result shows the map in fact does not depend on a specific (consistent) annotation chosen, as far as a global description has no incomplete threads, i.e. it has no free session channels (which is what programmers/designers usually produce).

**Theorem 2.2.6 (Soundness and Completeness of End-point Projections [Carbone et al. 2007]).** Assume $A$ is well-typed, strongly connected, well-threaded and coherent. Assume further $\Gamma \vdash A \triangleright \Delta$ and $\Gamma \vdash \sigma$. Then the following properties hold:

- (soundness) if $\text{EPP}(A, \sigma) \Rightarrow N$ then there exists $A'$ such that $(\sigma, A) \Rightarrow (\sigma', A')$ such that $\text{EPP}(A', \sigma') \sim_{\text{rec}} N$.  

• (completeness) If \((\sigma, A) \rightarrow (\sigma', A')\) then there exist \(N\) such that \(\text{EPP}(A, \sigma) \rightarrow^m N\) and \(\text{EPP}(A', \sigma') \prec N\).

• (soundness with action labels) if \(\text{EPP}(A, \sigma) \rightarrow^m N\) then there exists \(A'\) such that \((\sigma, A) \rightarrow^\ell (\sigma', A')\) such that \(\text{EPP}(A', \sigma') \equiv_{rec}^{\equiv} N\).

• (completeness with action labels) If \((\sigma, A) \rightarrow^\ell (\sigma', A')\) then there exist \(N\) such that \(\text{EPP}(A, \sigma) \rightarrow^m N\) and \(\text{EPP}(A', \sigma') \prec N\).

Where \(\equiv_{rec}\) denotes equality induced by the unfolding of process recursion. The assymetric relation \(P \prec Q\) indicates that \(P\) is the result of cutting off "unnecessary branches" of \(Q\), in the light of \(P\)'s own typing, is formally defined as follows:

**Definition 2.2.7 (Pruning).** Let \(\Gamma \vdash_A P \triangleright \Delta\) for \(\Gamma\) and \(\Delta\) minimal and \(\Gamma, \Gamma' \vdash_A Q \triangleright \Delta\). If further we have \(Q \equiv Q_0 \mid !R\) where \(\Gamma \vdash Q_0 \triangleright \Delta\), \(\Gamma' \vdash_A R\) and \(P \sqcup Q_0\), then we can write: \(\Gamma \vdash_A P \prec Q \Delta\) or \(P \prec Q\) for short, and say \(P\) prunes \(Q\) under \(\Gamma; \Delta\). \(\prec\) is extended to networks accordingly.

### 2.3 Behavioural Equivalences between Processes

One central concern of concurrency theory is to determine whether two processes exhibit the same behaviour; to this end, many notions of behavioural equivalence have been investigated [van Glabbeek 1990]. In this section, we will recall some of the behavioural equivalences used in this thesis.

#### 2.3.1 Simulations & Bisimulations

The following definitions are presented with respect to the definition of transition systems given in Definition 2.1.1.

**Definition 2.3.1 (Simulation [Milner 1999]).** Two transition systems \(T_i = (S_i, I_i, \rightarrow_i, \text{Act})\) for \(i \in \{0, 1\}\) are similar if there exists a relation \(R \subseteq S_0 \times S_1\) such that \(\forall s \in I_i \exists s' \in I_{1-i}. sR\text{ }s'\) and for all \(s_0', s_0 \rightarrow_0 s'_0\) implies \(s_1 \rightarrow_1 s'_1\) and \(s'_0 R s'_1\).

**Definition 2.3.2 (Bisimulation [Milner 1999]).** Two transition systems \(T_i = (S_i, I_i, \rightarrow_i, \text{Act})\) for \(i \in \{0, 1\}\) are similar if there exists a relation \(S \subseteq S_0 \times S_1\) such that both \(S\) and its converse \(S^{-1}\) are simulations. We say that \(T_0\) and \(T_1\) are bisimilar, written \(T_0 \sim T_1\) if there exists a bisimulation \(S\) such that \(T_0 S T_1\).

A coalgebraic approach to supervisory control introduced the notion of partial bisimulation as a behavioural relation suitable for controllability [Rutten 2000]. In principle, it suggest that controllable event should be simulated, whereas uncontrollable events should be bisimulated, hence the term partial bisimulation.
Definition 2.3.3 (Partial Bisimulation [Rutten 2000]). Two transition systems $T_i = \langle S_i, I_i, \rightarrow_i, \text{Act} \rangle$ for $i \in \{0, 1\}$ are partially bisimilar (with respect to the bisimulation set $B$), written $T_0 \preceq_B T_1$, if there exists a relation $\mathcal{T} \subseteq S_0 \times S_1$ such that, $\forall s \in I_i, \exists s' \in I_i - i - i \cdot sT s'$ and whenever $s_0 T s_1$, we have that

1. For all $s_0' \in S_0$, $s_0 \overset{a}{\rightarrow} s_0'$ implies $s_1 \overset{a}{\rightarrow} s_1'$, and $s_0 \mathcal{T} s_1'$;

2. For all $s_1'$ and $b \in \text{Act}$, $s_1 \overset{b}{\rightarrow} s_1'$ implies $s_0 \overset{b}{\rightarrow} s_0'$ and $s_0 \mathcal{T} s_1'$.

A recent proposal for a simulation-based behavioural relation over LTS has been put forward in [Fábregas et al. 2010]. The covariant-contravariant simulation is based on considering a partition of their set of actions into three sets: a collection of covariant actions (being in control of the specification), a collection of contravariant actions (being under the control of the implementation—or the environment–) and a collection of bivariant actions (these ones treating the classic notion of bisimulation).

Definition 2.3.4 (covariant-contravariant simulation [Fábregas et al. 2010]). Assume a partition $\{B^r, B^l, B^{bi}\}$ of the set of actions, i.e. $\text{Act} = B^r \cup B^l \cup B^{bi}$. Two transition systems $T_i = \langle S_i, I_i, \rightarrow_i, \text{Act} \rangle$ for $i \in \{0, 1\}$ with such partitioned action set are $(B^r, B^l)$–similar (or just a covariant-contravariant similar) if there exists a relation $\mathcal{U} \subseteq S_0 \times S_1$ such that, $\forall s \in I_i, \exists s' \in I_i - i - i \cdot sU s'$ and whenever $s_0 \mathcal{T} s_1$, we have that

- for all $a \in B^r \cup B^{bi}$ and all $s_0 \overset{a}{\rightarrow} s_0'$ there exists $s_1 \overset{a}{\rightarrow} s_1'$ with $s_0 \mathcal{U} s_1'$.

- for all $a \in B^l \cup B^{bi}$ and all $s_1 \overset{a}{\rightarrow} s_1'$ there exists $s_0 \overset{a}{\rightarrow} s_0'$ with $s_0 \mathcal{U} s_1'$.

2.3.2 Testing Theories

A different approach, proposed in [De Nicola & Hennessy 1984], is based on tests. Intuitively two processes are testing equivalent, $p \approx_{\text{test}} q$, relative to a set of tests $T$ if $p$ and $q$ pass exactly the same set of tests from $T$. Much here depends on the nature of tests, how they are applied and how they succeed.

Informally processes are conceived as completely independent entities who may or may not react to testing requests; more importantly the application of a test to a process simply consists of a run to completion of the process in a test harness. Because processes are in general nondeterministic, formally this leads to two testing based equivalences, $p \approx_{\text{may}} q$ and $p \approx_{\text{must}} q$; the latter is determined by the set of tests a process guarantees to pass, written $p \text{ must satisfy } t$, while the former by those it is possible to pass, $p \text{ may satisfy } t$. Notably, must equivalences have been used as foundational theories to analyse the compliance between web service specifications, as presented in [Laneve & Padovani 2007], and endow a logical characterisation based on HML logic [Cerone & Hennessy 2010].

Formally speaking, a test is a state from a LTS $T_o = \langle S, \text{Act}_r \cup \{\omega\}, \overset{a}{\rightarrow}\rangle$ where $\omega$ is an action not contained in $\text{Act}$ and $\tau$ does not occur in $\text{Act}$.
Given a LTS of processes $T_p = \langle S, \text{Act}, \stackrel{a}{\rightarrow} \rangle$, an experiment consists of a pair $p \parallel t$ from the product LTS $(T_p \parallel T_o)$. We refer to a maximal path $p \parallel t \stackrel{\tau}{\rightarrow} p_1 \parallel t_1 \stackrel{\tau}{\rightarrow} \ldots \stackrel{\tau}{\rightarrow} p_k \parallel t_k \stackrel{\tau}{\rightarrow} \ldots$ as a computation of $p \parallel t$. It may be finite or infinite; it is successful if there exists some $n \geq 0$ such that $t_n \stackrel{\omega}{\rightarrow}$. As only $\tau$-actions can be performed in an experiment, we will omit the symbol $\tau$ in computations and in computation prefixes. Successful computations lead to the definition of two well known testing relations, [De Nicola & Hennessy 1984]:

**Definition 2.3.5 (May Satisfy, Must Satisfy).** Assuming a LTS of processes and a LTS of tests, let $s$ and $t$ be a state and a test from such LTSs, respectively. We say

1. $s$ may satisfy $t$ if there exists a successful computation for the experiment $s \parallel t$.
2. $s$ must satisfy $t$ if each computation of the experiment $s \parallel t$ is successful.
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Abstract: We present a unified framework for the declarative analysis of structured communications. By relying on a (timed) concurrent constraint programming language, we show that in addition to the usual operational techniques from process calculi, the analysis of structured communications can elegantly exploit logic-based reasoning techniques. We introduce a concurrent constraint a declarative interpretation of the language for structured communications proposed by Honda, Vasconcelos, and Kubo. Distinguishing features of our approach are: the possibility of including partial information (constraints) in the session model; the use of explicit time for reasoning about session duration and expiration; a tight correspondence with logic, which formally relates session execution and linear-time temporal logic formulas. We provide compelling examples of our approach, as well as comment on directions of current and future work.
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3.1 Introduction

3.1.1 Motivation.

As recently pointed out by the ICT theme of EU Seventh Framework Programme (FP7), the need of trustworthy and pervasive services infrastructure is considered one of the three major challenges in ICT for the next ten years. The “future internet” proposes challenges in terms of scalability, mobility, flexibility, security, trust and robustness to a current Internet architecture of more than 30 years old. A vast landscape of application and ever-changing requirements and environments must be supported, and new ways of interaction must be devised, coping with safety and reliability in their coordination methods. Service Oriented Computing (SOC for short) has emerged as one of the driving forces.

From the viewpoint of reasoning techniques, two main trends in modelling in Service Oriented Computing (SOC) can be singled out. On the one hand, an operational approach focuses on how process interactions can lead to correct configurations. Typical representatives of this approach are based on process calculi and Petri nets (see, e.g., [van der Aalst 1998, Boreale et al. 2006, Lanese et al. 2007, Lapadula et al. 2007a]), and count with behavioural equivalences and type disciplines as main analytic tools. On the other hand, in a declarative approach the focus is on the set of conditions components should fulfil in order to be considered correct, rather than on the complete specification of the control flows within process activities (see, e.g., [van der Aalst & Pesic 2006, Pesic & van der Aalst 2006]). Even if these two trends address similar concerns, we find that they have evolved rather independently from each other.

The quest for a unified approach in which operational and declarative techniques can harmoniously converge is therefore a legitimate research direction. In this paper we shall argue that Concurrent Constraint Programming (CCP) [Saraswat 1993] can serve as a foundation for such an approach. Indeed, the unified framework for operational and logic techniques that CCP provides can be fruitfully exploited for analysis in SOC, possibly in conjunction with other techniques such as type systems. Below we briefly introduce the CCP model and then elaborate on how it can shed light on a particular issue: the analysis of structured communications.

CCP [Saraswat 1993] is a well-established model for concurrency where processes interact with each other by telling and asking for pieces of information (constraints) in a shared medium, the store. While the former operation simply adds a given constraint to the store (thus making it available for other processes), the latter allows for rich, parameterizable forms of process synchronisation. Interaction is thus inherently asynchronous, and can be related to a broadcast-like communication discipline, as opposed to the point-to-point discipline enforced by formalisms such as the $\pi$-calculus [Sangiorgi & Walker 2001]. In CCP, the information in the store grows monotonically, as constraints cannot be removed. This condition is relaxed in timed extensions of CCP (e.g., [Saraswat et al. 1994, Nielsen et al. 2002]), where processes evolve along a series of discrete time units. Although each unit contains its own
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store, information is not automatically transferred from one unit to another. In this paper we shall adopt a CCP process language that is timed in this sense.

In addition to the traditional operational view of process calculi, CCP enjoys a declarative nature that distinguishes it from other models of concurrency: CCP programs can be seen, at the same time, as computing agents and as logic formulas [Saraswat 1993, Nielsen et al. 2002, Olarte & Valencia 2008b], i.e., they can be read and understood as logical specifications. Hence, CCP-based languages are suitable for both the specification and verification of programs. In the CCP language used in this paper, processes can be interpreted as linear-time temporal logic formulas; we shall exploit this correspondence to verify properties of our models.

3.1.2 This Work.

We describe initial results on the definition of a formal framework for the declarative analysis of structured communications. We shall exploit utcc [Olarte & Valencia 2008a], a timed CCP process calculus, to give a declarative interpretation to the language defined by Honda, Vasconcelos, and Kubo in [Honda et al. 1998] (henceforth referred to as HVK). This way, structured communications can be analysed in a declarative framework where time is defined explicitly. We begin by proposing an encoding of the HVK language into utcc and studying its correctness. We then move to the timed setting, and propose HVK\textsuperscript{T}, a timed extension of HVK. The extended language explicitly includes information on session duration, allows for declarative preconditions within session establishment constructs, and features a construct for session abortion. We then discuss how the encoding of HVK into utcc straightforwardly extends to HVK\textsuperscript{T}.

3.1.3 A Compelling Example.

We now give intuitions on how a declarative approach could be useful in the analysis of structured communications. Consider the ATM example from [Honda et al. 1998, Sect. 4.1], given below:

\[
ATM(a, b) = \text{accept } a(k) \text{ in } k\!\|\!id; \\
\{ \\
\begin{align*}
\text{deposit} & : \text{request } b(h) \text{ in } \\
& k?(amt). h \triangleleft \text{deposit}; \\
& h\!\|\!id, amt; ATM(a, b) \\
\end{align*} \\
\| \\
\begin{align*}
\text{withdraw} & : \text{request } b(h) \text{ in } \\
& k?(amt). h \triangleleft \text{withdraw}; h\!\|\!id, amt; \\
& h > \{ \\
& \text{success} : k \triangleleft \text{dispense}; k\!\|\!amt; ATM(a, b) \\
& \text{failure} : k \triangleleft \text{overdraft}; ATM(a, b) \\
\} \\
\| \\
\begin{align*}
\text{balance} & : \text{request } b(h) \text{ in } h \triangleleft \text{balance}; h?(amt). \\
& k\!\|\!amt; ATM(a, b) \\
\} \\
\}
\]
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Here, an ATM has established two sessions: the first one with a user, sharing session $k$ over service $a$, and the second one with the bank, sharing session $h$ over service $b$. The ATM offers deposit, balance, and withdraw operations. When executing a withdraw, if there is not enough money in the account, then an overdraft message appears to the user. It is interesting to analyse what occurs when this scenario is extended to consider a card reader that acts as a malicious interface between the user and the ATM. The user communicates his personal data with the reader using the service $r$, which will be kept by the reader after the first withdraw operation to continue withdrawing money without the authorisation of the user. A greedy card reader could even withdraw repeatedly until causing an overdraft (labelled "over"), as expressed below:

$\text{Reader} = \text{accept } r(k') \text{ in } k'(id) \text{. request } a(k) \text{ in } k'[id];$

\[
  k' > \begin{cases} 
    \text{withdraw} : k'?(amt); k \leftarrow \text{withdraw}; k'[amt]; \\
    k \triangleright \{ \text{dispense} : k'\leftarrow \text{dispense}; k'[amt]; R(k, \text{amt})|\over \triangleright O \} 
  \end{cases}
\]

$R(j, x) = \text{def } R' \text{ in } k \leftarrow \text{withdraw}; j|x; j \triangleright \{ \text{dispense} : j?(amt). R'|\over \triangleright O \} \}

$\text{User} = \text{request } r(k') \text{ in } k'[myId];$

\[
  k' \leftarrow \text{withdraw}; k'[58]; k' \triangleright \{ \text{dispense} : k'?(amt). P|\over \triangleright O \} \}
\]

By creating sessions between them, the card reader Reader is able to receive the user’s information, and to use it later by attempting a session establishment with the bank. Following authentication steps (not modelled above), the card reader allows the user to obtain the requested amount. Additional withdrawing transactions between the reader and the bank are defined by the recursive process $R$. In the specification above, the process $Q$ can be assumed to send a message (through a session with the bank) representing the fact that the account has run out of money: $Q = k_{\text{bank}}\|Q|\text{inact}$

Even in this simple scenario, the combination of operational and declarative reasoning techniques may come in handy to reason about the possible states of the system. Indeed, while an operational approach can be used to describe an operational description of the compromised ATM above, the declarative approach can complement such a description by offering declarative insights regarding its evolution. For instance, assuming $Q$ as above, one could show that a utcc specification of the ATM example satisfies the linear temporal logic formula $\diamond \text{out}(k_{\text{bank}}, 0)$, which intuitively means that in presence of a malicious card reader the user’s bank account will eventually reach an overdraft status.
3.1.4 Related Work.

One approach to combine the declarative flavour of constraints and process calculi techniques is represented by a number of works that have extended name-passing calculi with some form of partial information (see, e.g., [Victor & Parrow 1998, Diaz et al. 1998]). The crucial difference between such a strand of work and CCP-based calculi is that the latter offer a tight correspondence with logic, which greatly broadens the spectrum of reasoning techniques at one’s disposal. Recent works similar to ours include CC-Pi [Buscemi & Montanari 2007] and the calculus for structured communications in [Coppo & Dezani-Ciancaglini 2009]. Such languages feature elements that resemble much ideas underlying CCP (especially [Buscemi & Montanari 2007]). The main difference between our approach and such works is that we adhere to the use of declarative reasoning techniques based on temporal logic as an effective way of complementing operational reasoning techniques. In [Buscemi & Montanari 2007], the reasoning techniques associated to CC-Pi are essentially operational, and used to reason about service-level agreement protocols. In [Coppo & Dezani-Ciancaglini 2009], the key for analysis is represented by a type system which provides consistency for session execution, much as in the original approach in [Honda et al. 1998].

Plan of the Document. Section 3.2 recalls the syntax and main intuitions of the session language in [Honda et al. 1998] and introduces utcc, the timed CCP language we shall use to give a declarative interpretation of sessions. Such an interpretation is presented in Section 3.3, where additional timed sessions constructs are motivated and introduced. An extended example is presented in Section 3.4.1. Section 3.5 offers some concluding remarks and outlines directions for ongoing and future work.

3.2 Preliminaries

3.2.1 A Language for Structured Communication

We begin by introducing HVK, a language for structured communication proposed in [Honda et al. 1998]. We assume the following conventions: names are ranged over by \(a, b, \ldots\); channels are ranged over by \(k, k'\); variables are ranged over by \(x, y, \ldots\); constants (names, integers, booleans) are ranged over by \(c, c', \ldots\); expressions (including constants) are ranged over by \(e, e', \ldots\); labels are ranged over by \(l, l', \ldots\); process variables are ranged over by \(X, Y, \ldots\). Finally, \(u, u', \ldots\) denote names and channels. We shall use \(\vec{x}\) to denote a sequence (tuple) of variables \(x_1 \ldots x_n\) of length \(n = |\vec{x}|\). Notation \(\vec{x}\) will be similarly applied to other syntactic entities. The sets of free names/channels/variables/process variables of \(P\), is defined in the standard way, and are respectively denoted by \(\text{fn}(\cdot), \text{fc}(\cdot), \text{fv}(\cdot),\) and \(\text{fpv}(\cdot)\). Processes without free variables or free channels are called programs.

**Definition 3.2.1 (The HVK language [Honda et al. 1998])**. Processes in HVK are built from:
3.2.1.1 Operational Semantics of HVK.

The operational semantics of HVK is given by the reduction relation \( \rightarrow_n \) which is the smallest relation on processes generated by the rules in Figure 3.1.

**Definition 3.2.2 (Structural Congruence).** The structural congruence relation \( \equiv_n \) is the smallest relation satisfying:

(i) \( P \equiv_n Q \) if they differ only by a renaming of bound variables (alpha-conversion).

(ii) \( P \parallel \text{inact} \equiv_n P, P \parallel Q \equiv_n Q \parallel P, (P \parallel Q) \parallel R \equiv_n (Q \parallel P) \parallel R \).

(iii) \((vu)\text{inact} \equiv_n (vu)\text{inact}, (vu\nu)P \equiv_n (vu\nu')P, (vu)(P \parallel Q) \equiv_n (vu)P \parallel Q \) if \( x \notin \text{fv}(Q), (vu)(\text{def } D \text{ in } P) \equiv_n (\text{def } D \text{ in } ((vu)P)) \) if \( u \notin \text{fv}(D) \).

(iv) \( \text{def } D \text{ in } (P \parallel Q) \equiv_n \text{def } D \text{ in } (P \parallel Q) \) if \( \text{fpv}(D) \cap \text{fpv}(Q) = \emptyset \).

(v) \( \text{def } D \text{ in } (\text{def } D' \text{ in } P) \equiv_n \text{def } D \text{ and } D' \text{ in } P \) if \( \text{fpv}(D) \cap \text{fpv}(D') = \emptyset \).

Let us give some intuition about the language constructs and the rules in Figure 3.1. The central idea in HVK is the notion of a session, i.e., a series of reciprocal interactions between two parties, possibly with branching, delegation and recursion, which serves as an abstraction unit for describing structured communication. Each session has associated a specific port, or channel. Channels are generated at session initialisation; communications inside the session take place on the same channel.

More precisely, sessions are initialised by a process of the form \( \text{request } a(k) \text{ in } Q \parallel \text{accept } a(k) \text{ in } P \). In this case, there is a request, on name \( a \), for the initiation of a session and the generation of a fresh channel. This request is matched by an accepting process on \( a \), which generates a new channel \( k \), thus allowing \( P \) and \( Q \) to communicate each other. This is the intuition behind rule \( \text{LINK} \). Three kinds of
atomic interactions are available in the language: sending (including name passing), branching, and channel passing (also referred to as delegation). Those actions are described by rules $C$, $L$, and $P$, respectively. In the case of $C$, the expression $\vec{e}$ is sent on the port (session channel) $k$. Process $k(?\vec{x}) \cdot Q$ then receives such a data and executes $Q(\vec{e} \mid \vec{x})$, where $\vec{e}$ is the result of evaluating the expression $\vec{e}$.

The case of $P$ is similar but considering that in the constructs $\text{throw } k[k'] \cdot P$ and $\text{catch } k(k') \in Q \rightarrow h P \mid Q$, only session names can be transmitted. In the case of $L$, the process $k < l_i; P$ selects one label and then the corresponding process $P_i$ is executed. The other rules are self-explanatory.

For the sake of simplicity, and without loss of generality (due to rule 5 of $\equiv h$), in the sequel we shall assume programs of the form $\text{def } D \text{ in } P$ where there are not procedure definitions in $P$.

### 3.2.2 Timed Concurrent Constraint Programming

Timed concurrent constraint programming (tcc) [Saraswat et al. 1994] extends CCP for modelling reactive systems. In tcc, time is conceptually divided into time units (or time intervals). In a particular time unit, a tcc process $P$ gets an input (i.e. a constraint) $c$ from the environment, it executes with this input as the initial store, and when it reaches its resting point, it outputs the resulting store $d$ to the environment. The resting point determines also a residual process $Q$ which is then executed in the next time unit. It is worth noticing that the final store is not automatically transferred to the next time unit.
The utcc calculus [Olarte & Valencia 2008a] extends tcc for reactive systems featuring mobility. Here mobility is understood as the dynamic reconfiguration of system linkage through communication, much like in the $\pi$-calculus [Sangiorgi & Walker 2001]. utcc generalises tcc by considering a parametric ask operator of the form $(\text{abs } x; c) P$, with the following intuitive meaning: process $P[t/x]$ is executed for every term $t$ such that the current store entails an admissible substitution $c[t/x]$. This process can be seen as an abstraction of the process $P$ on the variables $x$ under the constraint (or with the guard) $c$.

utcc provides a number of reasoning techniques: First, utcc processes can be represented as partial closure operators (i.e. idempotent and extensive functions). Also, for a significant fragment of the calculus, the input-output behaviour of a process $P$ can be retrieved from the set of fixed points of its associated closure operator [Olarte & Valencia 2008b]. Second, utcc processes can be characterised as First-order Linear-time Temporal Logic (FLTL) formulas [Manna & Pnueli 1992]. This declarative view of the processes allows for the use of the well-established verification techniques from FLTL to reason about utcc processes.

**Syntax.** Processes in utcc are parametric in a constraint system [Saraswat 1993] which specifies the basic constraints that agents can tell or ask during execution. It also defines an entailment relation "$\models$" specifying interdependencies among constraints. Intuitively, $c \models d$ means that the information in $d$ can be deduced from that in $c$ (as in, e.g., $x > 42 \models x > 0$). The notion of constraint system can be set up by using first-order logic (see e.g., [Nielsen et al. 2002]). We assume a first-order signature $\Sigma$ and a (possibly empty) first-order theory $\Delta$, i.e., a set of sentences over $\Sigma$ having at least one model. Constraints are then first-order formulas over $\Sigma$. Consequently, the entailment relation is defined as follows: $c \models d$ if the implication $c \Rightarrow d$ is valid in $\Delta$.

The syntax of the language is as follows:

\[
P, Q := \text{skip} \mid \text{tell}(c) \mid (\text{abs } x; c) P \mid P \Vert Q \mid (\text{local } x; c) P \mid \text{next } P \mid \text{unless } c \text{ next } P \mid ! P
\]

with the variables in $x$ being pairwise distinct.

A process $\text{skip}$ does nothing; a process $\text{tell}(c)$ adds $c$ to the store in the current time interval. A process $Q = (\text{abs } x; c) P$ binds the variables $x$ in $P$ and $c$. It executes $P[t/x]$ for every term $t$ s.t. the current store entails an admissible substitution over $c[t/x]$. The substitution $[t/x]$ is admissible if $|x| = |t|$ and no $x_i$ in $x$ occurs in $t$. 


Furthermore, $Q$ evolves into `skip` at the end of the time unit, i.e., abstractions are not persistent when passing from one time unit to the next one. $P||Q$ denotes $P$ and $Q$ running in parallel during the current time unit. A process $(\text{local} \, \vec{x}; c) \, P$ binds the variables $\vec{x}$ in $P$ by declaring them private to $P$ under a constraint $c$. If $c = \text{tt}$, we write $(\text{local} \, \vec{x}) \, P$ instead of $(\text{local} \, \vec{x}; \text{tt}) \, P$. The unit delay next $P$ executes $P$ in the next time unit. The time-out unless $c$ next $P$ is also a unit delay, but $P$ is executed in the next time unit iff $c$ is not entailed by the final store at the current time unit. Finally, the replication $! P$ means $P||\text{next} \, P||\text{next}^2 P||\ldots$, i.e., an unbounded number of copies of $P$ but one at a time. We shall use $!|n| P$ to denote bounded replication, i.e., $P||\text{next} \, P||\ldots||\text{next} \, n^{-1} P$.

From a programming language perspective, variables $\vec{x}$ in $(\text{abs} \, \vec{x}; c) \, P$ can be seen as the formal parameters of $P$. This way, recursive definitions of the form $X(\vec{x}) \equiv P$ can be encoded in utcc as

$$R[X(\vec{x}) \equiv P] = !(\text{abs} \, \vec{x}; \text{call},(\vec{x})) \hat{P}$$  \hspace{1cm} (3.1)

where $\text{call}$ is an uninterpreted predicate (a constraint) of arity $|\vec{x}|$. Process $\hat{P}$ is obtained from $P$ by replacing recursive calls of the form $X(\vec{t})$ with $\text{tell}(\text{call},(\vec{t}))$. Similarly, calls of the form $X(\vec{t})$ in other processes are replaced with $\text{tell}(\text{call},(\vec{t}))$.

### 3.2.2.1 Operational Semantics

The operational semantics considers transitions between process-store configurations $(P, c)$ with stores represented as constraints and processes quotiented by the structural congruence $\equiv_u$ defined below. We shall use $y, y', \ldots$ to range over configurations.

The semantics is given in terms of an internal and an observable transition relation; both are given in Figure 3.2. In $R_y$, $\vec{x} \neq \vec{t} \, (\vec{x}$ syntactically different from $\vec{t})$ denotes $\bigvee_{1 \leq i < |\vec{x}|} x_i \neq t_i$. If $|\vec{x}| = 0$, $\vec{x} \neq \vec{t}$ is defined as ffl. The internal transition $\langle P, d \rangle \rightarrow \langle \hat{P}, d' \rangle$ informally means *$P$ with store $d$ reduces, in one internal step, to $\hat{P}$ with store $d'$*: We sometimes abuse of notation by writing $P \rightarrow P'$ when $d, d'$ are unimportant. The observable transition $P \overrightarrow{(c,d)} R$ means *$P$ on input $c$, reduces in one time unit to $R$ and outputs $d$*. The latter is obtained from a finite sequence of internal transitions.

**Definition 3.2.3 (Structural Congruence).** The structural congruence $\equiv_u$ is the smallest congruence satisfying:

(i) $P \equiv_u Q$ if they differ only by a renaming of bound variables,

(ii) $P || \text{skip} \equiv_u P$,

(iii) $P || Q \equiv_u Q || P$,

(iv) $P || (Q || R) \equiv_u (P || Q) || R$,

(v) $P || (\text{local} \, \vec{x}; c) \, Q \equiv_u (\text{local} \, \vec{x}; c) \, (P || Q)$ if $\vec{x} \notin \text{fv}(P)$.
\[ \begin{align*}
R_T: & \quad \langle \text{tell}(d), c \rangle \rightarrow \langle \text{skip}, c \land d \rangle \\
R_P: & \quad \langle P, c \rangle \rightarrow \langle P', c' \rangle \\
R_S: & \quad \gamma_1 \rightarrow \gamma_2 \; \text{if} \; \gamma_1 \equiv \gamma_1', \gamma_2 \equiv \gamma_2' \\
R_R: & \quad \langle \bigwedge Q, c \rangle \rightarrow \langle \bigwedge Q', c' \rangle \\
R_U: & \quad d \vdash c \\
R_L: & \quad \langle \text{local x; c}, P, d \rangle \rightarrow \langle \text{local x; c'}, P', (\exists x) \land d \rangle \\
R_A: & \quad d \vdash c[\tilde{x}] \; |\tilde{x}| = |x| \\
\end{align*} \]

\( \langle \text{abs x; c}, P, d \rangle \rightarrow \langle P[i/x] \mid \text{abs x; c} \land (x \neq i) \rangle, P, d \rangle \)

Where \( F(Q) = \left\{ \begin{array}{ll}
\text{skip} & \text{if } Q = \text{skip} \\
F(Q_1) \bigwedge F(Q_2) & \text{if } Q = Q_1 \bigwedge Q_2 \\
R & \text{if } Q = \text{next}(R) \\
\text{skip} & \text{if } Q = (\lambda \tilde{x}; c) R \\
(\text{local x}) F(R) & \text{if } Q = (\lambda \tilde{x}; c) R \\
R & \text{if } Q = \text{unless } c \text{ next } R \\
\end{array} \right. \)

Figure 3.2: Transition System for utcc: Internal and Observable transitions

(vi) \( \langle \text{local x; c}, \text{local i; d} \rangle P \equiv_u (\text{local x; i; c} \land d) P \) if \( x \cap i = \emptyset \) and \( i \notin \text{fv}(c) \).

We extend \( \equiv_u \) by decreeing that \( \langle P, c \rangle \equiv_u \langle Q, c \rangle \) if \( P \equiv_u Q \).

**Definition 3.2.4 (Output Behaviour).** Let \( s = c_1, c_2, \ldots c_n \) be a sequence of constraints. If \( P = P_1 \implies_{(l, c_1)} P_2 \implies_{(l, c_2)} \ldots P_n \implies_{(l, c_n)} P_{n+1} \equiv_u Q \) we shall write \( P \implies^{*}_s Q \). If \( s = c_1, c_2, c_3, \ldots \) is an infinite sequence, we omit \( Q \) in \( P \implies^{*}_s Q \). The output behaviour of \( P \) is defined as \( \text{ob}(P) = \{ s \mid P \implies^{*}_s Q \} \). If \( \text{ob}(P) = \text{ob}(Q) \) we shall write \( P \sim^{\circ} Q \). Furthermore, if \( P \implies^{*}_s Q \) and \( s \) is unimportant we simply write \( P \implies^{*} Q \).

**Logic Correspondence.** Remarkably, in addition to this operational view, utcc processes admit a declarative interpretation based on Pnueli’s first-order linear-time
temporal logic (FLTL) [Manna & Pnueli 1992]. This is formalised by the encoding below, which maps utcc processes into FLTL formulas.

**Definition 3.2.5.** Let $\text{TL}[]$ a map from utcc processes to FLTL formulas given by:

- $\text{TL}[\text{skip}] = \top$
- $\text{TL}[\text{tell}(c)] = c$
- $\text{TL}[P \parallel Q] = \text{TL}[P] \land \text{TL}[Q]$
- $\text{TL}[\text{abs } y; c] P = \forall y(c \Rightarrow \text{TL}[P])$
- $\text{TL}[\text{local } x; c] P = \exists x(c \land \text{TL}[P])$
- $\text{TL}[\text{next } P] = o\text{TL}[P]$
- $\text{TL}[\text{unless } c \text{ next } P] = c \lor o\text{TL}[P]$
- $\text{TL}[! P] = \Box \text{TL}[P]$

Modalities $o F$ and $\Box F$ represent that $F$ holds next and always, respectively. We use the eventual modality $\Diamond F$ as an abbreviation of $\neg \Box \neg F$.

The following theorem relates the operational view of processes with their logic interpretation.

**Theorem 3.2.6 (Logic correspondence [Olarte & Valencia 2008a]).** Let $\text{TL}[]$ be as in Definition 3.2.5, $P$ a utcc process and $s = c_1.c_2.c_3\ldots$ an infinite sequence of constraints s.t. $P \xrightarrow{s} \ast$. For every constraint $d$, it holds that: $\text{TL}[P] \models \Diamond d$ iff there exists $i \geq 1$ s.t. $c_i \models d$.

Recall that an observable transition $P \xrightarrow{s} Q$ is obtained from a finite sequence of internal transitions (rule $R_0$). We notice that there exist processes that may produce infinitely many internal transitions and as such, they cannot exhibit an observable transition; an example is $(\text{abs } x; c(x)) \text{tell}(c(x + 1))$. The utcc processes considered in this paper are well-terminated, i.e., they never produce an infinite number of internal transitions during a time unit. Notice also that in the Theorem 3.2.6 the process $P$ is assumed to be able to output a constraint $c_i$ for all time-unit $i \geq 1$. Therefore, $P$ must be a well-terminated process.

**Derived Constructs.** Let $\text{out}$ be an uninterpreted predicate. One could attempt at representing the actions of sending and receiving as in a name-passing calculus (say, $k!\ell$ and $k?\ell$). $P$, resp.) with the utcc processes $\text{tell}(\text{out}(k, \ell))$ and $(\text{abs } x; \text{out}(k, x)) P$, respectively. Nevertheless, since these processes are not automatically transferred from one time unit to the next one, they will disappear right after the current time unit, even if they do not interact. To cope with this kind of behaviour, we shall define versions of $(\text{abs } x; c) P$ and $\text{tell}(c)$ processes that are persistent in time. More precisely, we shall use the process $(\text{wait } x; c) \text{do } P$, which transfers itself from one time unit to the next one until, for some $\ell$, $c[\ell/x]$ is entailed by the current store. Intuitively, the process behaves like an input that is active
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Assume that \(c(x)\) is a predicate symbol of arity \(|x|\).

1. If \(d \Vdash c(t|x)\) for any \(t\) then \((\text{wait } \bar{x}, c) \oplus P \xrightarrow{(d, d)} (\text{wait } \bar{x}, c) \oplus P\).

2. If \(P \equiv u \text{tell}(c(t)) \boxplus (\text{wait } \bar{x}, c(x)) \oplus \text{next } Q\) then \(P \xrightarrow{\sim} \text{tell}(c(t)|x)\).
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Consider, for instance, the HKV process:

\[
P = k![\bar{e}]; Q_1 | k![\bar{e}]; Q_2 | k?(x). Q_3
\]
Process $P$ can have two possible transitions, and evolve into $\text{k} \langle e_1 \rangle Q_2 \mid Q_3 \langle e_1 \rangle Q_1 \mid Q_3 \langle e_1 \rangle Q_1 \mid Q_3 \langle e_1 \rangle Q_2$. In both cases, there is an output that cannot interact with the input $k ?(x)$. In utcc, inputs are represented by abstractions which are persistent during a time unit. As a result, in the encoding of $P$ we shall observe that both outputs react with the same input, i.e. that $[P] \rightarrow [Q_3 \langle e_1 \rangle Q_3 \langle e_1 \rangle Q_3 \langle e_1 \rangle Q_3] \rightarrow [Q_3 \langle e_1 \rangle Q_3 \langle e_1 \rangle Q_3 \langle e_1 \rangle Q_3]$.

As for timed behaviour, it is crucial to observe that while HVK is an untimed calculus, utcc provides constructs for explicit time. In the encoding we shall advocate a timed interpretation of HVK in which all available synchronisations between processes occur at a given time unit, and the continuations of synchronised processes will be executed in the next time unit. This will prove convenient when showing the operational correspondence between both calculi, as we can relate the observable behaviour in utcc and the reduction semantics in HVK.

Let us briefly provide some intuitions on $\llbracket \cdot \rrbracket$. Consider HVK processes $P = \text{request } a(k)$ in $P'$ and $Q = \text{accept } a(x)$ in $Q'$. The encoding of $P$ declares a new variable session $k$ and sends it through the channel $a$ by posting the constraint $\text{req}(a, k)$. Upon reception of the session key (local variable) generated by $\llbracket P \rrbracket$, process $\llbracket Q \rrbracket$ adds the constraint $\text{acc}(a, k)$ to notify the acceptance of $k$. They can then synchronise on this constraint, and execute their continuations in the next time unit. The encoding of label selection and branching is similar, and uses constraint $\text{sel}(k, l)$ for synchronisation. We use the parallel composition $\prod_{1 \leq i \leq n} \text{when } l = i, \text{do next}[P]$ to execute the selected choice. Notice that we do not require a non-deterministic choice since the constraints $l = i$ are mutually exclusive. As in [Honda et al. 1998], in the encoding of $\text{if } e \text{ then } P \text{ else } Q$ we assume an evaluation function on expressions. Once $e$ is evaluated, $\downarrow e$ is a constant boolean value. The encoding of $\text{def } D \text{ in } P$ exploits the scheme described in Equation 3.1.

### 3.3.1 Operational Correspondence.

Here we study an operational correspondence property for our encoding. The differences with respect to (a)synchrony and determinacy discussed above will have a direct influence on the correspondence. Intuitively, the encoding falls short for HVK programs featuring the kind of non-determinism that results from “uneven pairings” between session requesters/providers, label selection/branching, and inputs/outputs as in the example above.

We thus find it convenient to appeal to the type system of HVK to obtain some basic determinacy of the source terms. Roughly speaking, the type discipline in [Honda et al. 1998] ensures a correct pairing between actions and co-actions once a session is established. Although the type system guarantees a correct match between the types of session requesters and providers, it does not rule out the kind of non-determinism induced by different orders in the pairing of requesters and providers. We shall then require session providers to be always willing to engage into a session. This is, given a channel $a$, we require that there is at most one accept process (possibly replicated) on $a$ that is able to synchronise with every process.
request $a(k)$ in $P$ = (local $k$)(tell($\text{req}(a,k)$))\text{ whenever acc($a,k$) do next}[P]

accept $a(k)$ in $P$ = (wait $k$; $\text{req}(a,k)$) do (tell(acc($a,k$)))\text{ next}[P]

$[k]\|\epsilon;P$ = tell(out($k,\epsilon$))\text{ whenever out($k,\epsilon$) do next}[P]

$[k?]\chi$ in $P$ = (wait $\chi$; out($k,\chi$)) do next$[P]

$[k \triangleleft \ell;P]$ = tell(se1($k,\ell$))\text{ whenever se1($k,\ell$) do next}[P]

$[k \triangleright \{l_1 : P_1| \cdots | l_n : P_n\}]$ = (wait $\ell$; se1($k,\ell$)) do $\prod_{1 \leq i \leq n}$ when $l = l_i$ do next$[P]$\n
[throw $k[k'];P]$ = tell(out$k(k',\ell)$)\text{ whenever out$k(k',\ell)$ do next}[P]

[catch $k(k')$ in $P$] = whenever out$k(k',\ell)$ do next$[P]

[if $e$ then $P$ else $Q$] = when $e \downarrow \text{tt do next}[P]||\text{ when } e \downarrow \text{ff do next}[Q]

[P|Q] = [P]||[Q]

[inact] = skip

[(\nu uu)P] = (local $u$)[P]

[def $D$ in $P$] = $\prod_{x(k,i) \in D} \mathcal{R}[x(k,i)]\hat{P}$

Figure 3.3: Encoding from HVK into utcc. $\mathcal{R}[]$ and $\hat{P}$ are defined in Equation 3.1.

requesting a session on $a$. Notice that this requirement is in line with a meaningful class of programs, namely those described by the type discipline developed in [Berger et al. 2008, Berger et al. 2001].

Before presenting the operational correspondence, we introduce some auxiliary notions.

**Definition 3.3.1 (Processes in normal form).** We say that a HVK process $P$ is in normal form if takes the form inact or def $D$ in $\nu uu(Q_1 | \cdots | Q_n)$ where neither the operators “$\nu$” and “$|$” nor process variables occur in the top level of $Q_1, \ldots, Q_n$.

The following proposition states that given a process $P$ we can find a process $P'$ in normal form, such that: either $P'$ is structurally congruent to $P$, or it results from replacing the process variables at the top level of $P$ with their corresponding definition (using rule def).

**Proposition 3.3.2.** For all HVK process $P$ there exists $P'$ in normal form s.t. $P \xrightarrow{\equiv_h} P'$
P’ only using the rules DEF and STR in Figure 3.1.

Proof. Let P be a process of the form \texttt{def } D \texttt{ in } Q \texttt{ where there are no procedure definitions in } Q. By repeated applications of the rule DEF, we can show that \( P \longrightarrow^*_h P' \) \texttt{ where } P’ \texttt{ does not have occurrences of processes variables in the top level. Then, we use the rules of the structural congruence to move the local variables to the outermost position and find } P'' \equiv_h P' \texttt{ in the desired normal form.}

Notice that the rules of the operational semantics of HVK are given for pairs of processes that can interact with each other. We shall refer to each of those pairs as a \textit{redex}.

\textbf{Definition 3.3.3 (Redex).} A \textit{redex} is a pair of complementary processes composed in parallel as in:

\begin{enumerate}
    \item \texttt{request} \( a(k) \) \texttt{ in } P \mid \texttt{accept} \( a(k) \) \texttt{ in } Q
    \item \( \nu \mid \texttt{out}(\bar{e}); P \mid \texttt{in}(\bar{x}) \texttt{ in } Q \)
    \item \texttt{throw} \( k(k'); P \mid \texttt{catch} \( k(k') \) \texttt{ in } Q
    \item \( \nu \mid \texttt{in} \{ l_1 : P_1 \parallel \cdots \parallel l_n : P_n \} \)
\end{enumerate}

Notice that a redex in HVK synchronises and reduces in a single transition as in \((\nu \mid \texttt{out}(\bar{e}); P) \mid (\nu \mid \texttt{in}(\bar{x}) \texttt{ in } Q) \longrightarrow_h P \mid Q[\bar{e}/\bar{x}]\). Nevertheless, in utcc, the encoding of the processes above requires several internal transitions for adding the constraint \texttt{out}(k, \bar{e}) to the current store, and for “reading” that constraint by means of \((\texttt{wait } x', \texttt{out}(k, \bar{x}) \texttt{ do next } [Q] \texttt{ to later execute next } [Q[\bar{e}/\bar{x}]]\). We shall then establish the operational correspondence between an observable transition of utcc (obtained from a finite number of internal transitions) and the following subset of reduction relations over HVK processes:

\textbf{Definition 3.3.4 (Outermost Reductions).} Let \( P \equiv_h \texttt{def } D \texttt{ in } \nu \bar{x}(Q_1 \mid \cdots \mid Q_n) \) be an HVK program in normal form. We define the outermost reduction relation \( P \Longrightarrow_h P' \equiv_h \texttt{def } D \texttt{ in } \nu \bar{x}'(Q'_1 \mid \cdots \mid Q'_n) \) such that for every \( i \in \{1 \ldots n\} \), either

\begin{enumerate}
    \item \( Q_i = \texttt{if e then } R_1 \texttt{ else } R_2 \longrightarrow_h R_{1|2} = Q'_i; \)
    \item \texttt{for some } \( j \in \{1 \ldots n\} \), \( Q_i \mid Q_j \) is a redex such that \( Q_i \mid Q_j \longrightarrow_h \nu \bar{y}(Q'_i \mid Q'_j) \), with \( \bar{y} \subseteq \bar{x}' \);
    \item \texttt{there is no } \( k \in \{1 \ldots n\} \) \texttt{ such that } \( Q_i \mid Q_k \) \texttt{ is a redex and } \( Q_i \equiv_h Q'_i \).
\end{enumerate}

One may argue that the above-presented definition may rule out some possible reductions in HVK. Returning to the concerns about determinacy, an outermost reduction filters out cases where there are more than one possible reduction for a set of parallel processes (i.e.: the parallel composition of two outputs and one input with the same session key). The use of outermost reductions gives us a subset of
possible reductions in HVK that keeps synchronous processes and discard processes that are not going to interact in any way (recall that in the typing discipline of HVK the composition of an input and an output with the same session key will consume the channel used; hence, every other process sending information over the same session will not have any complementary process to synchronise with).

In the sequel we shall thus consider only HVK processes $P$ where for $n \geq 1$, if $P \equiv_h P_1 \rightarrow_h P_2 \rightarrow_h \cdots \rightarrow_h P_n$ and $P \equiv_h P'_1 \rightarrow_h P'_2 \rightarrow_h \cdots \rightarrow_h P'_n$ then $P_i \equiv_h P'_i$ for all $i \in \{1, \ldots, n\}$, i.e., $P$ is a deterministic process.

**Theorem 3.3.5 (Operational Correspondence).** Let $P, Q$ be deterministic HVK processes in normal form and $R, S$ be utcc processes. It holds:

1) **Soundness:** If $P \rightarrow_h Q$ then, for some $R, [P] \rightarrow \text{obs} [Q]$.

2) **Completeness:** If $[P] \rightarrow S$ then, for some $Q, P \rightarrow_h Q$ and $[Q] \rightarrow \text{obs} S$.

**Proof.** Assume that $P \equiv_h \text{def} D \in \nu x(Q_1 | \cdots | Q_n)$ and $Q \equiv_h \text{def} D \in \nu x(Q'_1 | \cdots | Q'_n)$.

1. **Soundness.** Since $P \rightarrow_h Q$ there must exist a sequence of derivations of the form $P \equiv_h P_1 \rightarrow_h P_2 \rightarrow_h \cdots \rightarrow_h P_n \equiv_h Q$. The proof proceeds by induction on the length of this derivation, with a case analysis on the last applied rule. We then have the following cases:

   (a) **Using the rule $\text{if} \ 1$.** It must be the case that there exists $Q_i \equiv_h e$ if $e$ then $R_1$ else $R_2$ and $Q_i \rightarrow_h R_i \equiv_h Q'_i$ and $e \rightarrow \text{tt}$. One can easily show that when $e \rightarrow \text{tt}$ do next $[Q_i]$ $\rightarrow_h [Q'_i]$.

   (b) **Using the rule $\text{if} \ 2$.** Similarly as for $\text{if} \ 1$.

   (c) **Using the rule $\text{link}$.** It must be the case that there exist $i, j$ such that $Q_i \equiv_h \text{req}(a(k))$ in $Q'_i$ and $Q_j \equiv_h \text{accept}(a(x))$ in $Q'_j$ and then $Q_i | Q_j \rightarrow_h (v k)(Q'_i | Q'_j)$. We then have a derivation

   $$ [Q_i] | [Q_k] \rightarrow^* (\text{local } k; c) (R'_i | \text{whenever } \text{acc}(a, k) \text{ do next } [Q_i]) $$

   $$ (\text{wait } k'; \text{req}(a, k')) \text{ do } (\text{tell}(a(k', k))) | \text{next } ([Q'_i]) $$

   $$ \rightarrow^* (\text{local } k; c') (R'_i | \text{whenever } \text{acc}(a, k) \text{ do next } [Q_i]) $$

   $$ R'_i | \text{tell}(a(k, k')) | \text{next } ([Q'_i(k')]) $$

   $$ \rightarrow^* (\text{local } k; c'') (R'_i | R'_j | \text{next } [Q_i]) | \text{next } ([Q'_i(k')]) \rightarrow $$

   where $c = \text{req}(a, k)$, $c' = c \land \overline{\text{req}(a, k)}$, $c'' = c' \land \overline{\text{acc}(a, k)} \land \overline{\text{acc}(a, k)}$ and $R'_i, R'_j$ are the processes resulting after the interaction of the processes in
the parallel composition\texttt{tell}([\texttt{req}(a, k)]) \parallel \texttt{wait} k', \texttt{req}(a, k')) \texttt{do} \ldots, \text{ i.e.}:

\[
R_i' \equiv_{\text{I}} (\text{local } g, \text{stop}; \text{out}'(g) \land \text{out}'(\text{stop}) \land c(t))
\]

next ! unless \text{out}'(\text{stop}) \text{ next \text{tell}(out'(g))} \parallel \text{next ! \text{tell}(out'(\text{stop}))}

\[
R_j' \equiv_{\text{I}} (\text{local } \text{stop}', g', \text{out}'(g') \land \bar{t}(t) \land \text{out}'(\text{stop}')) \text{ next ! \text{tell}(out'(\text{stop}'))}
\]

\[
\parallel \text{next ! unless \text{out}'(\text{stop}') \text{ next \text{tell}(out'(g'))}}
\]

\[
\parallel (\lambda \bar{x}, c \land \text{out}'(g') \land \bar{x} \neq \bar{t}) (Q) \parallel \text{tell}(\bar{t}(t)) \parallel \text{tell}(\text{out}'(\text{stop}'))
\]

\[
\parallel \text{next ! (}\lambda \bar{x}, c \land \text{out}'(g')) (Q) \parallel \text{tell}(\bar{t}(t)) \parallel \text{tell}(\text{out}'(\text{stop}'))
\]

We notice that $R_i' \parallel R_j' \rightarrow$ and it is a process that can only output the constraint \text{out}'(x) where $x$ is a local variable. By appealing to Proposition 3.2.8 we conclude $[Q_i] \parallel [Q_j] \rightarrow^{\text{obs}} (\text{local } k) ([Q'_i] \parallel [Q'_j])$.

(d) The cases using the rules \text{LABEL} and \text{PASS} can be proven similarly as the case for \text{LINK}.

2. Completeness. Given the encoding and the structure of $P$, we have a utcc process $R = [P]$ s.t.

\[
R \equiv_{\text{I}} (\text{local } \bar{x}) ([Q_1] \parallel \ldots \parallel [Q_n]).
\]

Let $R_i = [Q_i]$ for $1 \leq i \leq n$. By an analysis on the structure of $R$, if $R_i \rightarrow R_i'$ then it must be the case that either (a) $R_i = \text{when } e \text{ do } \text{next}[Q_i]$ and $R_i' = \text{next}[Q_i]$ or (b) $(R_i, c) \rightarrow (R_i', c \land d)$ where $d$ is a constraint of the form \text{req}(\cdot), \text{sel}(\cdot), \text{out}(\cdot)$, or \text{outk}(\cdot). In both cases we shall show that there exists a $R''_i$ such that $R_i \rightarrow^* R''_i \rightarrow$ such that $Q_i \rightarrow^* Q'_i$ and $R''_i = \text{next}[Q'_i]$.

(a) Assume that $R_i = \text{when } e \downarrow \text{true } \text{do } \text{next}[Q_i]$ for some $Q'_i$. Then it must be the case that $Q_i = \text{if } e \text{ then } Q'_i \text{ else } Q'_i$. If $e \downarrow \text{true}$ then we then have $R''_i = \text{next}[Q'_i]$. The case when $e \downarrow \text{false}$ is similar by considering $R_i = \text{when } e \downarrow \text{false } \text{do } Q'_i$.

(b) Assume now that $(R_i, c) \rightarrow (R'_i, c \land d)$ where $d$ is of the form \text{req}(\cdot), \text{sel}(\cdot), \text{out}(\cdot)$, or \text{outk}(\cdot). We proceed by case analysis of the constraint $d$. Let us consider only the case $d = \exists_k(\text{req}(a, k))$; the cases in which $d$ takes the form \text{sel}(\cdot), \text{out}(\cdot)$, or \text{outk}(\cdot) are handled similarly. If $d = \exists_k(\text{req}(a, k))$ for some $a$, then we must have that $Q_i = \text{request } a(k) \text{ in } Q'_i$ for some $i$. If there exists $j$ such that $Q_j = \text{accept } a(k) \text{ in } Q'_j$, one can show a derivation similar to the case of the rule \text{LINK} in soundness to prove that $R_i \parallel R'_i \rightarrow^* \rightarrow^\text{obs} (\text{local } k)(\text{next}[Q_j] \parallel \text{next}[Q'_j])$. If there is no $Q_j$ such that $Q_i \parallel Q_j$ forms a redex, then one can show by using (1) in Proposition 3.2.8 that $R_i \rightarrow^* \rightarrow^\text{obs} R_i$.

\[\square\]
3.4 A Timed Extension of HVK

We now propose an extension to HVK in which a bundled treatment of time is explicit and session closure is considered. More precisely, the HVK$^T$ language arises as the extension of HVK processes (Def. 3.2.1) with refined constructs for session request and acceptance, as well as with a construct for session abortion:

**Definition 3.4.1 (A timed language for sessions).** HVK$^T$ processes are given by the grammar in Figure 3.4:

\[
P ::= \text{request } a(k) \text{ during } m \text{ in } P \\
| \text{accept } a(k) \text{ given } c \text{ in } P \\
| \cdots \\
| \text{kill } c_k
\]

(Timed Session Request) (Declarative Session Acceptance) (the other constructs, as in Def. 3.2.1) (Session Abortion)

The intuition behind these three operators is the following: \text{request } a(k) \text{ during } m \text{ in } P will request a session $k$ over the service name $a$ during $m$ time units. Its dual construct is \text{accept } a(k) \text{ given } c \text{ in } P: it will grant the session key $k$ when requested over the service name $a$ provided by a session and a successful check over the constraint $c$. Notice that $c$ stands for a precondition for agreement between session request and acceptance. In $c$, the duration $m$ of the corresponding session key $k$ can be referenced by means of the variable $\text{dur}_k$. In the encoding we syntactically replace it by the variable corresponding to $m$. Finally, \text{kill } c_k will remove $c_k$ from the valid set of sessions.

Adapting the encoding in Figure 3.3 to consider HVK$^T$ processes is remarkably simple (see Figure 3.5). Indeed, modifications to the encoding of session request and acceptance are straightforward. The most evident change is the addition of the parameter $m$ within the constraint $\text{req}(a, k, m)$. The duration of the requested session is suitably represented as a bounded replication of the process defining the activation of the session $k$ represented as the constraint $\text{act}(k)$. The execution of the continuation $[P]$ is guarded by the constraint $\text{act}(k)$ (i.e. $P$ can be executed only when the session $k$ is valid). Thus, in the encoding we use the function $G_d(P)$ to denote the process behaving as $P$ when the constraint $d$ can be entailed from the current store, doing nothing otherwise. More precisely:
3.4. A Timed Extension of HVK

\[\text{[request } a(k) \text{ during } m \text{ in } P] = (\text{local } k) \text{ tell}(\text{req}(a, k, m))\]
\[\text{whenever } \text{acc}(a, k) \text{ do next (}
\quad \text{tell}(\text{act}(k))\]
\[\quad \text{G}_{\text{act}(k)}[[P]]\]
\[\quad !\text{unless } \text{kill}(k) \text{ next tell}(\text{act}(k))\]

\[\text{[accept } a(k) \text{ given } c \text{ in } P] = (\text{wait } k; \text{req}(a, k, m) \land c[m/dur_k]) \text{ do}
\quad \text{tell}(\text{acc}(a, k))\]
\[\quad \text{[next } P]\]
\[\quad \text{G}_{\text{act}(k)}[[P]]\]
\[\quad \text{kill } k] =!\text{tell}(\text{kill}(k))\]

Figure 3.5: Encoding of HVK\(^T\). \(G_d(P)\) is in Definition 3.4.2.

**Definition 3.4.2.** Let \(G : C \rightarrow \text{Procs} \rightarrow \text{Procs}\) be defined as:

\[G_d(\text{skip}) = \text{skip}\]
\[G_d(P_1 || P_2) = G_d(P_1) || G_d(P_2)\]
\[G_d(\text{tell}(c)) = \text{when } d \text{ do tell}(c)\]
\[G_d(\text{! } Q) = !G_d(Q)\]
\[G_d(\text{next } Q) = \text{when } d \text{ do next } G_d(Q)\]
\[G_d((\text{abs } \bar{x}; c) Q) = (\text{abs } \bar{x}; c) G_d(Q) \quad \text{if } \bar{x} \notin \text{fv}(d)\]
\[G_d(\text{unless } c \text{ next } Q) = \text{when } d \text{ do unless } c \text{ next } G_d(Q)\]
\[G_d((\text{local } \bar{x}; c) Q) = (\text{local } \bar{x}; c) G_d(Q) \quad \text{if } \bar{x} \notin \text{fv}(d)\]

On the side of session acceptance, the main novelty is the introduction of \(c[m/dur_k]\). As explained before, we syntactically replace the variable \(dur_k\) by the corresponding duration of the session \(m\). This is a generic way to represent the agreement that should exist between a service provider and a client; for instance, it could be the case that the client is requesting a session longer than what the service provider can or want to grant.

3.4.1 Case Study: Electronic booking

Here we present an example that makes use of the constructs introduced in HVK\(^T\).

Let us consider an electronic booking scenario. On one side, consider a company AC which offers flights directly from its website. On the other side, there is a customer looking for the best offers. In this scenario, the customer establishes a timed session with AC and asks for a flight proposal given a set of constraints (dates allowed, destination, etc.). After receiving an offer from AC, the customer can refine
Customer = request ob(k) during m in (k|bookingdata; Select(k))

Select(k) = k?|offer) in (if(offer price ≤ 1500) then
   k < Contract; else Select(k) )

AC = accept ob(k) given dur_k ≤ MAX_TIME in (k(?|bookingData) in
   (vu)k || u; k <>) \{ Contract : Accept || Reject : kill k \}

Figure 3.6: Online booking example with two agents.

the selection further (e.g. by checking that the prices are below a given threshold) and loops until finding a suitable option, that he will accept by starting the booking phase. One possible HVK\textsuperscript{T} specification of this scenario is described in Figure 3.6.

In a second stage, the customer uses an online broker to mediate between him and a set of airlines acting as service providers. Let n be the number of service providers, and consider two vectors of fixed length: Offers, which contains the list [Offers\textsubscript{0}, \ldots, Offers\textsubscript{i}, \ldots, Offers\textsubscript{n}] of offers received by a customer, and SP, which contains the list of trusted services. First, the customer establishes a session with the broker for a given period m; later on, he/she starts requesting for a flight by providing the details of his/her trip to the broker. On the other side, the broker will look into his pool of trusted service providers for the ones that can supply flights that suit the customer’s requirements. All possible offers are transferred back to the customer, who will invoke a local procedure Sel (not specified here) that selects one of the offers by performing an output on name a. Once an offer is selected, the broker will allow a final interaction between the customer and the selected service. He does so by delegating to the customer the session key used previously between him and the chosen service provider. Finally, the broker proceeds to cancel all those sessions concerning the discarded services. An HVK\textsuperscript{T} specification of this scenario is given in Figure 3.7 where, for the sake of readability, processes denoting post-processing activities are abstracted from the specification.

A notable advantage in using HVK\textsuperscript{T} as a modelling language is the possibility of exploiting timed constructs in the specification of service enactment and service cancellation. In the above scenario it is possible to see how HVK\textsuperscript{T} allows (i) to effectively take explicit account on the maximal times accepted by the customer: the composition of nested services can take different speeds but the service broker will ensure that customers with low speeds are ruled out of the communication; and (ii) to have a more efficient use of the available resources: since there is not need to maintain interactions with discarded services, the service broker will free those resources by sending kill signals.
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Customer = request \text{ob}(k) \text{ during } m \in \{k\|\text{bookingdata}; k?(n)\in \{
\prod_{i \in \mathbb{N}} (k?(\text{Offers}) \text{ in } \{ \text{Sel}(\text{Offers}), a?(x) \text{ in } k\|x; 
\text{catch } k(k') \text{ in } k'[(\text{PaymentDetails}; \text{inact})])
\}

SP = \text{accept } SP_{1}(k') \text{ given } N \leq 300 \text{ms in } \{ 
\text{k'}?(\text{bookingData}) \text{ in } \text{k'}[(\text{offer}); 
\text{k'}?(\text{paymentDetails}) \text{ in inact})

Broker = \text{accept } \text{ob}(k) \text{ given } m \leq 500 \text{ms in } \{ 
\text{k'}?(\text{bookingData}) \text{ in } k\|\{SP\}; 
(\forall u) \prod_{i \in \{SP\}} (\text{request } SP_{1}(k') \text{ during } N \in \{ 
\text{k'}|(\text{BookingData}); \text{k'}?(\text{offer}) \text{ in } (u\|\text{offer}]; \text{inact} \| \text{S}(u, k')) 
\text{k'}?(y) \text{ in def } X(\text{Offers}, k'_1, \ldots, k'_n) = P \text{ in } 
\prod_{i \in \{SP\}} \{ \text{if } (y = \text{offersi}) \text{ then } \text{throw } \text{k'}[k'_j, \text{PostProc}]; \text{else } \text{kill } \text{k'}[P(X - \{\text{offersi}, k'_j\})]

S(u,k) = \prod_{i \in \{SP\}} (u?\text{offer}) \text{ in inact} \| k'\|\text{offer}; \text{inact})

Figure 3.7: Online booking example with online broker.

3.4.2 Exploiting the Logic Correspondence

To exploit the logic correspondence we can draw inspiration from the constraint templates put forward in [Pesic & van der Aalst 2006], a set of LTL formulas that represent desirable/undesirable situations in service management. Such templates are divided in three types: existence constraints, that specify the number of executions of an activity; relation constraints, that define the relation between two activities to be present in the system; and negation constraints, which are essentially the negated versions of relation constraints.

By appealing to Theorem 3.2.6, our framework allows for the verification of existence and relation constraints over HVK\textsuperscript{T} programs. Assume a HVK\textsuperscript{T} program \( P \) and let \( F = \text{TL} \| P \) (i.e., the FLTL formula associated to the utcc representation of \( P \)). For existence constraints, assume that \( P \) defines a service accepting requests on channel \( a \). If the service is eventually active, then it must be the case that \( F \models \exists a(k \| \text{acc}(a, k)) \) (recall that the encoding of \text{accept} adds the constraint \text{acc}(a, k) when the session \( k \) is accepted). A slight modification to the encoding of \text{accept} would allow us to
take into account the number of accepted sessions and then support the verification of properties such as $F \vDash \Diamond (N_{\text{Sessions}}(a) = N)$, informally meaning that the service $a$ has accepted $N$ sessions. This kind of formulas correspond to the existence constraints in [Pesic & van der Aalst 2006, Figure 3.1.a–3.1.c]. Furthermore, making use of the guards associated to ask statements, we can verify relation constraints as eventual consequences over the system. Take for instance the specification in Figure 3.6. Let $\text{Accept}$ be a process that outputs “ok” through a session $h$. We then may verify the formula $F \vDash \exists_0 (u.\text{price} < 1.500 \Rightarrow \text{out}(h,\text{ok}))$. This is a responded existence constraint describing how the presence of an offer with price less or equal than 1.500 would lead to an acceptance state.

### 3.5 Concluding Remarks

We have argued for a timed CCP language as a suitable foundation for analysing structured communications. We have presented an encoding of the language for structured communication in [Honda et al. 1998] into utcc, as well as an extension of such a language that considers explicitly elements of partial information and session duration. To the best of our knowledge, a unified framework where behavioural and declarative techniques converge for the analysis of structured communications has not been proposed before.

Languages for structured communication and CCP process calculi are conceptually very different. We have dealt with some of these differences (notably, determinacy) when stating an operational correspondence property for the declarative interpretation of HVK processes. We believe there are at least two ways of achieving more satisfactory notions of operational correspondence. The first one involves considering extensions of utcc with (forms of) non-determinism. This would allow to capture some scenarios of session establishment in which the operational correspondence presented here falls short. The main consequence of adding non-determinism to utcc is that the correspondence with FLTL as stated in Theorem 3.2.6 would not longer hold. This is mainly because non-deterministic choices cannot be faithfully represented as logical disjunctions (see, e.g., [Nielsen et al. 2002]). While a non-deterministic extension to tcc with a tight connection with temporal logic has been developed (ntcc [Nielsen et al. 2002]), it does not provide for representations of mobile links. Exploring whether there exists a CCP language between ntcc and utcc combining both non-determinism and mobility while providing logic-based reasoning techniques is interesting on its own and appears challenging. The second approach consists in defining a type system for HVK and HVK$^T$ processes better suited to the nature of utcc processes. This would imply enriching the original type system in [Honda et al. 1998] with e.g., stronger typing rules for dealing with session establishment. The definition of such a type system is delicate and needs care, as one would not like to rule out too many processes as a result of too stringent typing rules. An advantage of a type system “tuned” in this way is that one could aim at obtaining a correspondence between well-typed processes and logic formulas, similarly as the
given by Theorem 3.2.6. In these lines, plans for future work include the investigation of effective mechanisms for the seamless integration of new type disciplines and reasoning techniques based on temporal logic within the elegant framework provided by (timed) CCP languages.

The timed extension to HVK presented here includes notions of time that involve only session engagement processes. A further extension could involve the inclusion of time constraints over input/output actions. Such an extension might be useful to realistically specify scenarios in which factors such as, e.g., network traffic and long-lived transactions, prevent interactions between services from occurring instantaneously. Properties of interest in this case could include, for instance, the guarantee that a given interaction has been fired at a valid time, or that the nested composition of services does not violate a certain time frame. We plan to explore case studies of structured communications involving this kind of timed behaviour, and extend/adjust HVK$^T$ accordingly.

Acknowledgments. We are grateful to Marco Carbone and Thomas Hildebrandt for insightful discussions on the topics of this paper. We also grateful to Roberto Zunino who provided useful remarks on a previous version of this document.
Chapter 4

Types for Security and Mobility in Universal CCP

Abstract: The fundamental primitives of Concurrent Constraint Programming (CCP), *tell* and *ask*, respectively adds knowledge to and infers knowledge from a shared constraint store. These features, and the elegant use of the constraint system to represent the abilities of attackers, make concurrent constraint programming and timed CCP (tcc) interesting candidates for modelling and reasoning about security protocols. However, they lack primitives for the communication of secrets (or local names as in the π-calculus) between agents. The recently proposed *universal tcc* (utcc) introduces a universally quantified ask operation that makes it possible to infer knowledge which is local to other agents. However, it allows agents to guess knowledge even if it is encrypted or communicated on secret channels, simply by quantifying over both the encryption key (or channel) and the message simultaneously. We present a secure utcc (utccₚ) based on: (i) a simple type system for constraints allowing to distinguish between restricted (secure) and non-restricted (universally quantifiable) variables in constraints, and (ii) a generalisation of the universally quantified ask operation to allow the assumption of local knowledge. We illustrate the use of the utccₚ calculus with examples on communication of local names (as in the π-calculus) and for giving semantics to secure pattern matching in a prototypical security language.
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4.1 Introduction

A number of variants of process calculi and logical approaches have been proposed for the analysis of security protocols, including [Abadi & Gordon 1999, Crazzolara & Winskel 2001, Corin & Etalle 2002, Fiore & Abadi 2001, Blanchet 2001, Miller 2003, Buchholtz et al. 2004, Olarte & Valencia 2008a]. The approaches have generally two features in common: The first is the use of some kind of logical inference/pattern matching/unification to represent the ability of attackers and principals to infer what has been communicated, and from that knowledge construct new messages. The second is a way of representing and communicating local knowledge (such as keys or nonces in security protocols).

The combination of these two features calls for some means to control the ability to infer knowledge which is supposed to be inaccessible, e.g. a message encrypted by a key unknown to the attacker or the key itself. Typically, this takes the form of a restriction on the rules for inference of knowledge/pattern matching, designed particularly for the considered setting of security protocols. Sometimes the restriction is enforced by the language, as e.g. in [Buchholtz et al. 2004], however in many cases the restriction must be maintained in the specification of the attacker and the protocol under analysis.

In the present paper we propose a more general solution to representing this kind of restriction. Even though we believe that the solution is broadly applicable, in this paper we focus on the setting of concurrent constraint programming (CCP). This is due to the fact that our work was directly triggered by the interesting recent proposal of the calculus of universal timed concurrent constraint programming (utcc)[Olarte & Valencia 2008a], which extends timed concurrent constraint programming [Saraswat et al. 1994] to include a universally quantified abstraction (ask) operation. Intuitively, the new operation added in utcc, written \((\lambda \bar{x};c)\ P\), spans a copy of the residual process \(P[t/x]\) for all possible inferences of \(c[t/x]\). This adds the ability to extend the scope of local knowledge which is not possible in CCP [López et al. 2006]. In particular it was illustrated in [Olarte & Valencia 2008a] how to model a notion of link mobility as found in the pi-calculus and to use the universal abstraction operator for communication of messages in security protocols.

However, the universal quantification in utcc is completely unrestricted. This means that in the proposed representations of link mobility and security protocols in utcc, every agent may guess channel names and encrypted values by universal quantification. It is thus necessary to enforce a restriction on the allowed processes to make sure that this is not possible.

As a general solution for making exactly such restrictions, we propose a simple type system for constraints used as patterns in abstractions, which essentially allow to distinguish between universally abstractable and secure variables in predicates. We also propose a novel notion of abstraction under local knowledge, which gives a general way to model that a process (principal) knows a key and can use it to decrypt a message encrypted with this key without revealing the key.

We exemplify the type system on \(\pi\)calculus-like mobility of local names and

The foregoing document is divided as follows: Section 4.3 introduces the type system for utcc the new abstraction rule over local knowledge, as well as termination and subject-reduction results over the type system proposed. In Section 4.4 we give more details on the use of the utcc with secure patterns. Finally, concluding remarks and future work are described in Section 4.5.

4.2 Preliminaries

This section provides the interested reader the main concepts of Temporal Concurrent Constraint Programming (tcc) and its universal extension (utcc), following the presentation of [Olarte & Valencia 2008a].

In CCP-based calculi all the (partial) information is monotonically accumulated in a so-called store. The store keeps the knowledge about the system in terms of constraints, or statements defining the possible values a variable can take (e.g., \( x + y \geq 42 \)). Concurrent agents (i.e., processes) that are part of the system interact with each other using the store as a shared communication medium. They have two basic capabilities over the store, represented by \textit{tell} and \textit{ask} operations. While the former adds a piece of information about the system, the latter queries the store to determine if some piece of information can be inferred from its current content. Tell operations can act concurrently refining the information in the store while asks can serve as a general synchronisation mechanism, that will be blocked if there is not enough information into the store to answer its query.

A fundamental notion in CCP-based calculi is that of a constraint system. Basically, a constraint system provides a signature from which syntactically denotable objects in the language called constraints can be constructed, and an entailment relation \( \models \) specifying interdependencies among such constraints. More precisely,

\textbf{Definition 4.2.1 (Constraint System).} A constraint system is a pair \( \text{CS} = (\Sigma, \Delta) \) where \( \Sigma \) is a signature of function (\( F \)) and predicate (\( P \)) symbols, and \( \Delta \) is a decidable theory over \( \Sigma \) (i.e., a decidable set of sentences over \( \Sigma \) with at least one model). The underlying language \( \mathcal{L} \) of \( (\Sigma, \Delta) \) contains the symbols \( \neg, \wedge, \Rightarrow, \exists \) denoting logical negation, conjunction, implication, existential quantification. Constants, such as true and false denote the usual always true and always false values, respectively. Constraints, denoted by \( c, d, \ldots \) are first-order formulae over \( \mathcal{L} \). We say that \( c \) entails \( d \) in \( \Delta \), written \( c \models_{\Delta} d \) (or just \( c \models d \) when no confusion arises), if \( c \Rightarrow d \) is true in all models of \( \Delta \). For operational reasons we shall require \( \models \) to be decidable.

tcc arises as the extension of CCP for timed-systems: Including the notion of discrete time intervals (time units), a computation can be described as the interaction
of a tcc process with the environment: At the instant $i$ a tcc process $P$ receives the store $c$ as an initial stimulus, and when it reaches a quiescent point, it outputs $d$ as the resulting constraint store with a residual process $Q$ that will be executed in the instant $i+1$. Here it is where one of the most important differences between ccp and tcc resides, as whilst the refinement of $c$ during the execution of $P$ at $i$ is monotonic, $d$ is not necessarily a refinement of $c$ (that is, constraints can be forgotten).

Definition 4.2.2 (tcc process syntax). Processes $P, Q, \ldots \in \text{Proc}$ are built from constraints $c \in C$ and variables $x \in V$ in the underlying constraint system by the following syntax:

$$P, Q, \ldots ::= \text{skip}$$

$$| \text{tell}(c)$$

$$| \text{when } c \text{ do } P$$

$$| P \parallel Q$$

$$| (\text{local } \vec{x}; c)P$$

$$| \text{next } (P)$$

$$| \text{unless } c \text{ next } (P)$$

$$| !P$$

Intuitively, the process $\text{skip}$ does nothing, $\text{tell}(c)$ adds a new constraint $c$ into the store, while $\text{when } c \text{ do } P$ asks if $c$ is present into the store in order to execute $P$. $(\text{local } \vec{x}; c)P$ binds a set of variables $\vec{x}$ in $P$ by defining their existence under the constraint $c$. The operators associated with time allow the process to go one time unit in the future ($\text{next}(P)$) or to define time-outs: if at the current time unit it is not possible to entail the constraint $c$ then the process $\text{unless } c \text{ next } P$ will execute $P$ at the next time unit. We will often use $\text{next}^n(P)$ as a shorter version of $\text{next}(\text{next}(\ldots \text{next}(P))$ n-times. Finally, $P \parallel Q$ denotes the usual parallel execution and $!P$ denotes timed replication; that is, $!P = P \parallel \text{next } (!P)$ executes $P$ at the current time and replicates its behaviour over the next time period.

utcc [Olarte & Valencia 2008a] is an extension of the tcc calculus with a general ask defining a model of synchronisation. While in tcc an ask when $c \text{ do } P$ is blocked if there is not enough information to entail $c$ from the store, utcc inspires its synchronisation mechanism on the notion of abstraction in functional programming languages. $(\lambda \vec{x}; c)P$ can be seen as the dual version of $(\text{local } \vec{x}; c)P$ in which the variables are abstracted with respect to the constraint $c$ and the process $P$. The operational semantics provides the intuitions on how utcc processes interact. In principle, a configuration is represented by the tuple $\langle P, c \rangle$ where $P$ denotes a set of processes and $c$ a constraint store. $P$ can evolve to a further process $P'$ during an internal transition ($\rightarrow$) where the constraint store $c$ is monotonically refined, or can execute an observable transition ($\Rightarrow$), producing the result of the future function of $P$ and the constraint store $d$. The set of operational rules is presented in Figure 4.1, where $\langle P, c \rangle$ denotes a configuration, and $F(P)$ denotes the future function of $P$. 
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Definition 4.2.3 (Structural Congruence). Structural congruence (denoted by \( \equiv \)) is defined for utcc by the axioms:

(i) \( P \equiv Q \) if they are \( \alpha \)-equivalent.

(ii) \( P \parallel \text{skip} \equiv P \).

(iii) \( P \parallel Q \equiv Q \parallel P \).

(iv) \( P \parallel (Q \parallel R) \equiv (P \parallel Q) \parallel R \).

(v) \( \langle \text{local} \ x \rangle \text{skip} \equiv \text{skip} \).

(vi) \( P \parallel \langle \text{local} \ x \rangle Q \equiv \langle \text{local} \ x \rangle (P \parallel Q) \) if \( x \notin \text{fv}(P) \).

(vii) \( \langle P, c \rangle \equiv \langle Q, c \rangle \) if \( P \equiv Q \) and

(viii) \( \text{next}(P \parallel \text{next}(Q)) \equiv \text{next}(P) \parallel \text{next}^2(Q) \).

Figure 4.1: Transition System for utcc: Internal and Observable transitions
Intuitively, the operational rules of utcc behaves almost in the same way as its counterpart in tcc, except by the general treatment of asks in utcc. Here we will describe the operational consequence of this change, we refer to [Olarte & Valencia 2008a] for further details on the operational semantics. Rule $R_{\Lambda}$ describes the behaviour of the abstraction $(\lambda x', c) \cdot P$. A configuration here considers two stores, being $c$ and $d$ local and global stores respectively. If $d$ entails $c[x/\tilde{x}]$ then $P[\tilde{t}/\tilde{x}]$ is executed. Moreover, the abstraction persists in time, allowing any other process to match with $\tilde{x}$ in $P$ while no other replacements of $\tilde{x}$ with $\tilde{t}$ will occur, as $d$ is augmented with a constraint disallowing this. The notion of local information can be evidenced in $R_L$, considering a process $P = (\text{local } x', c) \cdot Q$, we have to consider: (i) that the information about $x'$ locally for $P$ subsumes any other information present for the same set of variables in the global store; therefore, $x'$ is hidden by the use of an existential quantifier over $\tilde{x}$ in $d$. (ii) that the information about $x'$ that $P$ can produce after the reduction is still local, so we hide it by existentially quantifying $x'$ in $c'$ before publishing it to the global store. After the reduction, $c'$ will be the new local store of the evolution of internal processes. Finally, observable behaviour is described by $R_o$: after having used the internal transitions in a process $P$ to evolve to a process $Q$ with a quiescent-point (in which no more information can be added/inferred), the reduction will continue by executing the future function of $Q$ with the resulting constraint store.

We will use the following auxiliary lemmas further on in our proofs:

**Lemma 4.2.4.** $\forall Q. \exists d$ such that $(Q, d) \xrightarrow{\cdot} \text{ then } F(Q)$ is defined.

*Proof.* The proof proceeds by induction on the structure of $Q$ and the definition of $\xrightarrow{\cdot}$ and $F(Q)$.

**Lemma 4.2.5 (Monotonicity).** $\forall P, c; \exists Q, d$ such that $(P, c) \xrightarrow{\ast} (Q, d) \xrightarrow{\cdot}$ and $d \vdash c$.

*Proof.* The proof proceeds by induction on the length of the inference of $\xrightarrow{\cdot}$ as defined in Figure 4.1.

### 4.3 utcc and Secure Pattern Matching

As described in Section 4.2, one of the main advantages of utcc with respect to tcc is that the universal abstraction operator allows for substitution of constraints for variables in processes. The extension has been proposed for the treatment of mobile links as present in the $\pi$-calculus [Milner et al. 1992] and pattern matching in modelling of security protocols. Below we will give two motivating examples for why a more refined abstraction operator is needed for modelling mobile local links and secret keys.

#### 4.3.1 Motivating a refined universal abstraction in utcc

Our first example refers to the $\pi$-calculus-like mobility of local links. Consider the common scenario where a process $P$ sends a request to a service offered by a process
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Q and includes in the request a local link on which it expects the reply. This can be modelled in utcc using a constraint system \( CS = (\Sigma, \Delta) \) where \( \Sigma \) includes the predicates req, rep, and res, and the constant 0. The processes \( P \) and \( Q \) are defined as

\[
P = \text{local} (z) \left( \text{tell} \left( \text{req}(z) \right) \parallel \left( \lambda \ y; \text{rep}(z, y) \right) \text{next} \left( \text{tell} \left( \text{res}(y) \right) \right) \right)
\]

and

\[
Q = (\lambda \ x; \text{req}(x)) \text{tell} \left( \text{rep}(x, 0) \right)
\]

The predicates req and rep are used for the request and reply respectively, and the predicate res is used to report the result (and successful termination of \( P \)). The local operator is used to create a local variable \( z \) representing the local link.

The intention is that only the processes \( P \) and \( Q \) can synchronise via the local link \( z \). However, the generality of abstraction in utcc makes it possible to violate this intention: Another process \( E = (\lambda \ x, y; \text{rep}(x, y)) \text{skip} \) in parallel with the processes \( P \) and \( Q \) given above would be able to guess the link \( z \) (as well as the result) from the reply.

It is instructive to see how this could be avoided using the \( \pi \)-calculus, where the two processes could be modelled by

\[
P = (\nu z) \left( \text{req}(z) \parallel \left( z(y) \text{res}(y) \right) \right) \quad \text{and} \quad Q = \text{req}(x).
\]

In this case, the \( z \) and \( y \) are used differently in receiving the reply: The \( z \) is used as the communication channel and \( y \) is the binder for the received name. Another process in parallel would not be able to guess the channel \( z \). As we will see below, our proposed type system for patterns allows to introduce this kind of distinction between the uses of variables in predicates.

Our second motivating example is from modelling of security protocols, where as pointed out in [Buchholtz et al. 2004] it it should be impossible for an agent to abstract variables if a one-way function has been applied to it. Consider a unary predicate \( o \) (used for output of messages to the network) and an encryption function \( \text{enc}(m, k) \) which represents the encryption of the variable \( m \) with the key \( k \). A process \( P \) that sends out a local message \( n \) encrypted by a local key \( k \) can be represented by \( P = \text{local} (k, n) \text{tell} \left( o(\text{enc}(n, k)) \right) \). However, in utcc a spy process defined as \( S = (\lambda \ x, z; o(\text{enc}(x, z))) \text{tell} \left( o(x) \land o(z) \right) \), will succeed in retrieving and publishing both the key and the encrypted message.

As for the \( \pi \)-like channels, our proposed type system for patterns will allow us to rule out universal abstraction of variables to which a one-way function has been applied. Further, to be able to allow abstraction of the message when the key is locally known, we propose a novel kind of abstraction assuming local knowledge, which generalises the universal abstraction of utcc.

4.3.2 Types for secure abstraction patterns in utcc

Based on the two motivating examples above, we argue that there are basically two sorts of arguments in functions and predicates: the ones that can be universally
quantifiable, which means that one would be able to use the abstraction operator for a variable in that argument in order to find a possible matching, and the ones that are not.

We will thus divide the arguments of predicates and functions in two sorts and write $P(\tilde{t}; \tilde{t}')$ and $f(\tilde{t}; \tilde{t}')$ for respectively the predicate $P$ and function $f$ where both $\tilde{t}$ and $\tilde{t}'$ are tuples of terms over the function signature $F$, and $\tilde{t}$ denotes the restricted arguments and $\tilde{t}'$ the unrestricted ones. We assume that both arguments of the equality predicate are restricted. If a predicate or function has either only restricted or unrestricted parameters and the sort is clear from the context, we will simply write $P(\tilde{t})$ and $f(\tilde{t})$.

The sorted predicates allow us to use a binary predicate $\piout(x; y)$ representing the $\pi$-like communication of $y$ (the object) on the channel $x$ (the subject). By defining that the subject is a restricted argument and the object an unrestricted argument we obtain the required asymmetry in the roles of the variables. The type rules for patterns should then forbid the abstraction $(\lambda x; \piout(x, y)) P$, as it would allow us to identify all channels (also channels not known to us) containing a particular message $y$. However, they should allow the abstraction $(\lambda y; \piout(x, y)) P$, reflecting that we can compute the possible messages on a channel $x$ known to us. That is, we want to capture that if we know the values of the restricted variables, then we may abstract (i.e., compute all possible matches for) the unrestricted variables.

Similarly, sorted functions allow us to represent semantically that some functions are one-way functions such as the function $\text{enc}(k, m)$ described above for encrypting the message $m$ by the key $k$. Sorting both arguments as restricted will ensure that e.g. the abstractions $(\lambda x; o(\text{enc(k, m)})) P$ will be forbidden for any non-empty $x' \subseteq \{k, m\}$. Thus, even if the single argument of the $o$ predicate is unrestricted (i.e., we can abstract all messages available on the network) then we can not compute the inverse of the encryption function. We may have functions for which an inverse is assumed to exist, such as a function $\text{tup}_2(x, y)$ for making a pair of $x$ and $y$. In that case it makes sense to allow abstractions over the two arguments by sorting them as unrestricted.

In general, patterns may be a conjunction of several predicates and thus variables may occur both restricted and unrestricted in the same pattern. An example of this is the abstraction $(\lambda y, z; c) P$, where $c = \piout(y, z) \land \piout(x, y)$. We argue that this pattern should be allowed, since it is possible first to match the unrestricted $y$ in $\piout(x, y)$ and then subsequently, for the given $y$, match the unrestricted $z$ in $\piout(y, z)$. Note that it is not enough simply to require the abstracted variables to occur unrestricted: Both variables $x$ and $y$ appear unrestricted in the abstraction $(\lambda x, y; \piout(x, y) \land \piout(y, x)) P$, but neither of the two basic constraints can be matched without abstracting a restricted variable. As solution we define a set of type rules for constraints used as patterns in abstractions which capture that there exists an order of the basic constraints in which the first occurrence of each variable is unrestricted.

To allow abstractions in cases where the inverse key of the encryption is known we add a new rule $R_{\lambda \rightarrow}$, given in Equation 4.1 in addition to the SOS rules pictured.
in Figure 4.1. $R_{\lambda \rightarrow}$ allows for abstractions using constraints of the form $c \Rightarrow c'$, that is, assuming local knowledge $c$ and a global store $d$, one can infer $c'$. The idea is to infer $c'$ using $c$ but without publishing it permanently to the store, as captured by the following operational rule:

$\Gamma \vdash c \land (c_2 \land c_3) : \text{pat} \quad \Gamma \vdash (c_1 \land c_2) \land c_3 : \text{pat}$

For simplicity we assume patterns are simply conjunction of predicates applied to
terms over the function signature. The typing rules use an environment \( \Gamma = \Gamma^R; \Gamma^U \), where \( \Gamma^R \) is the set of names used restricted and \( \Gamma^U \) is the set of names used unrestricted. When the distinction does not matter we simply write \( \Gamma \). We employ three inductively defined functions on terms over the function signature: \( \text{unr}(t) \), \( \text{res}(t) \), and \( \text{var}(t) \) yielding respectively the variables appearing unrestricted in \( t \) according to the sorting, the variables appearing restricted in \( t \), and all variables appearing in \( t \). We extend the functions to vectors of terms by \( \text{unr}(\vec{t}) = \bigcup_{1 \leq i \leq n} \text{unr}(t_i) \) (and similarly for \( \text{res} \) and \( \text{var} \)).

Formally, the functions are given by:

\[
\text{unr}(x) = \begin{cases} 
\{ x \} & \text{for any variable } x \\
\emptyset & \text{otherwise}
\end{cases}
\]

and:

\[
\text{unr}(f(\vec{t}, \vec{t}')) = \text{unr}(\vec{t}), \quad \text{res}(f(\vec{t}, \vec{t}')) = \text{res}(\vec{t}),
\]

\[
\text{var}(f(\vec{t}, \vec{t}')) = \text{var}(\vec{t}) \cup \text{var}(\vec{t}').
\]

Note that obviously \( \text{var}(t) = \text{res}(t) \cup \text{unr}(t) \) but also that \( \text{res}(t) \cap \text{unr}(t) \) may be non-empty, i.e. a variable may appear both restricted and non-restricted.

The rule \( T_{\text{Pred}} \) captures that all variables in \( t' \) as well as the variables occurring restricted in \( \vec{t}' \) in the predicate \( P(t', \vec{t}') \) are restricted. The rest of the variables are unrestricted. The rules \( T_{\text{asoc}} \) and \( T_{\text{commute}} \) allow us to change the ordering of the basic constraints. Finally, the rule \( T_{\text{comb}} \) identifies the restricted and unrestricted variables in the joint pattern \( c_1 \land c_2 \) assuming that \( c_1 \) is matched first. That is, a variable is restricted if it appears restricted in either of the sub patterns \( c_1 \) and \( c_2 \) and not unrestricted in \( c_1 \). (If it appears unrestricted in \( c_1 \) it will be instantiated if \( c_1 \) is matched first, and thus it is allowed to appear restricted in \( c_2 \).)

Dually, the unrestricted variables in the joint pattern \( c_1 \land c_2 \) are the variables that appear unrestricted in either of the sub patterns \( c_1 \) and \( c_2 \), and do not appear restricted in \( c_1 \).

The objective of the type system is to determine the secure patterns, therefore typing rules over processes are rather simple. The only non-trivial rule is the rule \( T_{\text{abs}} \) for abstractions, which ensure that \( c \) is a valid pattern such that the abstracted variables are unrestricted, and no variables in the local \( d \) are abstracted.

**Theorem 4.3.1 (Termination of type checking).** For any process \( P \) the type-checking process terminates.

**Proof.** (Sketch) Follows from the fact that there are only finitely many permutations of basic constraints (predicates) in a pattern.

The following lemmas are used to prove subject reduction.

**Lemma 4.3.2 (Constraint substitution does not affect pattern typing).** Given \( \Gamma^R, \Gamma^U \vdash c : \text{pat} \), if \( t \) and \( x \), then \( \Gamma^R, \Gamma^U \vdash c[t/x] : \text{pat} \) and \( \Gamma^U \setminus \{ \text{fv}(t) \cup \{ x \} \} \subseteq \Gamma^U \setminus \{ \text{fv}(t) \cup \{ x \} \} \).

**Proof.** The proof proceeds by induction on the type inference of \( \Gamma^R, \Gamma^U \vdash c : \text{pat} \).

- Case for \( c = P(t, \vec{t}) \). We have that:

\[
\Gamma^R = \left( \text{var}(\vec{t}) \cup \text{rv}(\vec{t}') \right), \Gamma^U = \text{tv}(\vec{t}) \setminus \left( \text{var}(\vec{t}) \cup \text{rv}(\vec{t}') \right)
\]

If \( x \notin \text{fv}(c) \) then \( c[t/x] = c \), \( \Gamma^R = \Gamma^R \) and \( \Gamma^U = \Gamma^U \). Therefore, \( \Gamma^R, \Gamma^U \vdash c[t/x] : \text{pat} \).

When \( \Gamma^R, \Gamma^U \vdash P[t, \vec{t}][t/x] : \text{pat} \) we have the following cases:
Lemma 4.3.3 (Constraint substitution does not affect process typing). Given a typing judgment \( \vdash P' : \text{sec} \) then \( \vdash P'[t/x] : \text{sec} \).

**Proof.** The proof proceeds by induction on the type inference of \( \vdash P' : \text{sec} \).

- **Base case, rule T\(_{\text{skip}}\):** Let \( P' = \text{skip} \) and \( \text{var}(P') = \emptyset \), then \( P'[t/x] : \text{sec} \) trivially.

- **Base case, rule T\(_{\text{tell}}\):** Let \( P' = \text{tell}(c) \) and \( \text{var}(P') = \emptyset \), then \( P'[t/x] = \text{tell}(c[t/x]) \), and applying \( \text{T}_{\text{tell}} \) it follows that \( \text{tell}(c[t/x]) : \text{sec} \).

\[ \]
Lemma 4.3.4 (Structural equivalence preserves typing). Given $P, Q$ processes, if $P \equiv Q$ and $\vdash P : \text{sec}$, then $\vdash Q : \text{sec}$.

Proof. The proof proceeds by trivial case analysis over the structural congruence rules in Definition 4.23.

Next we check that secure processes cannot be made insecure during an internal transition step.

Lemma 4.3.5. If $\langle P, c \rangle \longrightarrow \langle Q, d \rangle$ and $\vdash P : \text{sec}$, then $\vdash Q : \text{sec}$.

Proof. The proof proceeds by induction on the depth of the inference $\langle P, c \rangle \longrightarrow \langle Q, d \rangle$ and using the definition of $\vdash P : \text{sec}$.
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- Inductive case, rule $R_S$: we have that $y_1 = \langle P_1, C_1 \rangle$ and $y_2 = \langle Q, d \rangle$. We assume that for $y'_1 = \langle P'_1, c'_1 \rangle$, $\vdash P'_1 : \text{sec}$, then from the inductive hypothesis we get $y'_2 = \langle P'_2, c'_2 \rangle$, such that $\vdash P'_2 : \text{sec}$. We have to show that if $\vdash P_1 : \text{sec}$, then there is a $y_2 = \langle Q, d \rangle$ such that $\vdash Q : \text{sec}$, which follows from lemma 4.3.4.

- Inductive case, rule $R_{\Lambda \rightarrow}$: Let $P = (\lambda \vec{x}; c \Rightarrow c') P'$ and $Q = P^\triangleright[t/\vec{x}][\lambda \vec{x}; c \Rightarrow (c' \land (\vec{x} \neq \vec{t}))] P'$ and $d = c$. We assume that $\vdash P' : \text{sec}$ and $\Gamma^R, \Gamma^U \vdash c' : \text{pat}$ and $\gamma \in \text{dom}(\Gamma^U) \setminus \text{fv}(c)$. We have to show that

$$\vdash P^\triangleright[t/\vec{x}][\lambda \vec{x}; c \Rightarrow (c' \land (\vec{x} \neq \vec{t}))] P' : \text{sec}$$

(4.6)

such that $\vec{x} \subseteq \text{dom}(\Gamma^U) \setminus \text{fv}(c)$.

From $T_{\text{pred}}$ we get that $\Gamma^R, \Gamma^U \vdash \vec{x} \neq \vec{t} : \text{pat}$ where inequality can be seen as a predicate between two set of variables and $\Gamma^{R'} = \{\vec{x}\} \cup \text{var}(\vec{t}), \Gamma^{U'} = \emptyset$.

Using the assumption $\Gamma^R, \Gamma^U \vdash c' : \text{pat}$ we get $\Gamma^R, \Gamma^U \vdash c' : \text{pat}$ with $T_{\text{comb}}$ and $\gamma$.

From the assumption we have that $\vdash P' : \text{sec}$ and applying lemma 4.3.3 it follows that $\vdash P^\triangleright[t/\vec{x}] P' : \text{sec}$. Finally, from this last result together with equation 4.7 and $T_{\text{abs}}$ we can derive

$$\vdash P^\triangleright[t/\vec{x}][\lambda \vec{x}; c \Rightarrow (c' \land (\vec{x} \neq \vec{t}))] P' : \text{sec}$$

which exactly the same as Equation 4.6, hence we are done.

$\square$

Finally, we show that if a process $P$ is well-typed, it can not perform any internal steps, and its future is defined then the future of $P$ is also well-typed.

**Lemma 4.3.6.** For all $\vdash P : \text{sec}$, if $F(P)$ is defined and $\exists d . \vdash \langle P, d \rangle$ then $\vdash F(P) : \text{sec}$.

**Proof.** The proof proceed by induction in the definition of $F(P)$.

- Base case, $P = \text{unless } c' \text{ next } P'$: we have that $\vdash \text{unless } c' \text{ next } P' : \text{sec}$. By $T_{\text{uns}}$ we get $\vdash P' : \text{sec}$, and as $F(\text{unless } c' \text{ next } P') = P'$, then $\vdash F(P) : \text{sec}$.

- Inductive case, $P = P_1 \parallel P_2$: we have that $\vdash (P_1 \parallel P_2) : \text{sec}$. Then by $T_{\parallel}$ we get that for $i \in \{1, 2\}$, then $\vdash P_i : \text{sec}$. By lemma 4.2.4 we have that for $P_i$, $F(P_i)$ is defined. We assume $F(P_i) = P'_i$ and $\vdash P'_i : \text{sec}$. We have that $F(P_1 \parallel P_2) = P'_1 \parallel P'_2$ and by $T_{\parallel}$ and the inductive hypothesis we get that $\vdash (P'_1 \parallel P'_2) : \text{sec}$, then $\vdash F(P) : \text{sec}$.
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- Inductive case, \( P = (\text{local} \; x; c') \; P' \), we have that \( \vdash (\text{local} \; x; c') \; P' : \text{sec} \). Assuming \( F(P') = P'' \) is defined and \( \vdash P'' : \text{sec} \) then by \( T_{\text{loc}} \) and the inductive hypothesis, we get that \( \vdash (\text{local} \; x; c') \; P'' : \text{sec} \), then \( \vdash (\text{local} \; x; c') \; F(P') : \text{sec} \).

We now have all the ingredients to prove subject reduction.

Theorem 4.3.7 (Subject-reduction). If \( P \overset{\{c,d\}}{\rightarrow} Q \) and \( \vdash P : \text{sec} \), then \( \vdash Q : \text{sec} \).

Proof. Assume \( P \overset{\{c,d\}}{\rightarrow} Q \) and \( \vdash P : \text{sec} \), then by rule \( R_0 \) we get that \( \langle P, c \rangle \rightarrow^n \langle Q', d \rangle \) and \( Q = F(Q') \). We proceed by induction in \( n \).

In the base case where \( n = 0 \), we have that \( Q' = P \) and \( c = d \). It follows from lemma 4.3.6 that \( \vdash F(Q') : \text{sec} \).

For the induction step, assume \( \langle P, c \rangle \rightarrow^1 \langle P', c' \rangle \rightarrow^n \langle Q', d \rangle \rightarrow^{n+1} \). Then \( \vdash P' : \text{sec} \) by lemma 4.3.5 and thus we get by induction that \( \vdash F(Q') : \text{sec} \).

\( \square \)

4.4 Applications

This section illustrates the use of the type system with some examples in mobility and security.

4.4.1 Mobility & Access Control

First, let us return to the \( \pi \)-calculus example. We assume the syntactic sugar \( x \langle y \rangle \) stands for the binary predicate \( \text{piout}(x; y) \) and represents the use of the (restricted) channel \( x \) with the (unrestricted) message \( y \). The following type inference shows that we can quantify over either \( x \) or \( y \) for the pattern \( y \langle x \rangle \land x \langle y \rangle \):

- \( x; y \vdash x \langle y \rangle : \text{pat} \; T_{\text{pred}} \)
- \( y; x \vdash y \langle x \rangle : \text{pat} \; T_{\text{pred}} \)
- \( x, y \vdash x \langle y \rangle \land y \langle x \rangle : \text{pat} \; T_{\text{comb}} \)

The way to read the first inference is that we can abstract \( y \) if we know \( x \). Conversely, a second inference from the same pattern can lead to a typing of the form \( y; x \vdash y \langle x \rangle \land x \langle y \rangle : \text{pat} \):

- \( y; x \vdash x \langle y \rangle : \text{pat} \; T_{\text{pred}} \)
- \( x; y \vdash y \langle x \rangle : \text{pat} \; T_{\text{pred}} \)
- \( y; x \vdash x \langle y \rangle \land y \langle x \rangle : \text{pat} \; T_{\text{comb}} \)

capturing the fact that one can abstract \( x \) if we know \( y \). However, note that we can not infer \( c; x, y \vdash x \langle y \rangle \land y \langle x \rangle : \text{pat} \), and thus we are not allowed to simultaneously quantify over \( x \) and \( y \).
4.4. Applications

It is interesting to note the resemblance of the type environments and type rules herewith presented and classical definitions of information flow policies based on lattice models [Bell & LaPadula 1973, Denning 1976, Biba 1977, Sandhu 1993]. The unrestricted and restricted typing environments map to high and low security levels, while the composition of the type rules given by $T_{\text{pred}}$ and $T_{\text{comb}}$ allow for a flow of data from high to low security clearances, just as the high-low lattice model in [Sandhu 1993]. This is the same kind of behaviour exhibited in confidentiality policies, like the one proposed by [Bell & LaPadula 1973], where data labelled with a high level of confidentiality will decrease its level when composed with a minor confidentiality level. We can see an example on how this works in the variable extrusion of the process $(\lambda x, z; y(x) \land x(z)) \text{skip}$:

$$\vdash \text{skip} : \text{sec} \quad T_{\text{skip}} \quad T_{\text{comb}}$$

$$\vdash y; x \vdash y(x) : \text{pat} \quad T_{\text{pred}} \quad x, z \vdash x(z) : \text{pat} \quad T_{\text{pred}}$$

$$\vdash (\lambda x, z; y(x) \land x(z)) \text{skip} : \text{sec}$$

Here, the security label of channel $x$ in $y(x)$, originally restricted (secret in nature) gets decreased when it is composed with the communication $y(x)$. It is easy to imagine that this type system could accommodate other security hierarchies used in real life scenarios, such as Smith’s lattice based access control model for military applications [Smith 1990].

4.4.2 Security Protocols

To illustrate the application of $\text{utcc}_s$ in the security domain, we follow the lines of the Security Protocol Language (SPL) [Crazzolara & Winskel 2001] and SCCP [Olarte & Valencia 2008b] to define a specification language for security protocols that we have called the Security Protocol Concurrent Constraint Programming (SPCCP) language. The SPCCP embeds $\text{utcc}_s$ in a syntax suitable for defining security protocols, capturing process specifications with respect to input and output events over a global network. The SPCCP language combines the best ideas from SPL and SCCP by having a simple notion of pattern matching as in SPL and using the constraint system to model the attackers ability to combine and split messages as in SCCP. Here we add the new concept of pattern matching under local knowledge, which allows us to syntactically guarantee that only message parts inferable from the available keys are extracted, which cannot be guaranteed in SPL nor in SCCP.

**Definition 4.4.1 (SPCCP).** The Secure Concurrent Constraint Programming language SCCP [Olarte & Valencia 2008b] is redefined by the grammar in Figure 4.3, where $\vec{x}$ range over a set of variables and the subscript $k$ in $\text{in}_x^i \vec{x} | N_k R$ is a set of keys.

We define the semantics of SPCCP by giving a translation into $\text{utcc}_s$ with a security constraint system given by the signature $\Sigma$ with a single (unrestricted) unary predicate $o(t)$ used for message output, function symbols $F = \{\text{enc}, \text{pub}, \text{priv},$...\}.
Values \[ v, v' = x \]
| k

Keys \[ k = \text{pub}(x) \]
| \text{priv}(x)
| \text{sym}(x)

Messages and patterns \[ M, N = v \]
| \{ M_1, \ldots, M_n \}
| \{ M \}_k

Processes \[ R = \text{nil} \]
| local(x) \text{in} R
| \text{out}(M).R
| \text{in}\forall \{ N \}_k.R
| !R
| R||R

Figure 4.3: SPCCP: Process syntax

sym, \text{tup}_n}, and entailment relation given in Figure 4.4 inspired on the requirements stated by Dolev and Yao in [Dolev & Yao 1981].

The binary function \text{enc} takes two unrestricted arguments: a key and a message. The key is intended to be either a symmetric, private, or public key generated by the (restricted) unary functions \text{sym}(x), \text{priv}(x), or \text{pub}(x) respectively. Letting \( k \in \{\text{pub, priv, sym}\} \) and defining \text{sym}^{-1} = \text{sym}, and \text{pub}^{-1} = \text{priv}, the entailment rule scheme \( E_{k-\text{dec}} \) for decryption expresses how \text{enc} acts as symmetric or asymmetric encryption. The \( n \)-ary (unrestricted) tupling functions \text{tup}_n allow to create \( n \)-ary tuples, from which the individual elements can be projected as expressed by the entailment rule \( E_{\text{proj}} \). As usual, the rules \( E_{\text{enc}}, E_{k-\text{key}}, \) and \( E_{\text{tup}} \) express that the output of any function of known output values can be inferred.

The messages/patterns of SPCCP are mapped to the terms generated by the corresponding function symbols and variables in the security constraint system, using the usual notation \( \langle M_1, \ldots, M_n \rangle \) for \( n \)-tuples and \( \{ M \}_k \) for \text{enc}(k, M). For a message \( M \) of SPCCP let \( \nu(M) \) denote the set of variables in \( M \). For a set of values \( \bar{\nu} = \{ \nu_1, \nu_2, \ldots, \nu_i \} \) let \( o(\bar{\nu}) \) be short for \( o(\nu_1) \land o(\nu_2) \land \ldots \land o(\nu_i) \), and in particular \( o(\emptyset) = \text{tt} \).

We are now ready to define the encoding of SPCCP in utccc:

**Definition 4.4.2 (SPCCP encoding).** Let \([ \cdot ]_{\text{utcc}} \) be the mapping from SPCCP to utccc processes, given by:
We will focus on outlining process constructions for pattern matching and network output. The remaining process constructions are mapped directly to the corresponding construct in utcc: nil, $R \| R'$ and $!R$ have the usual meaning of inaction, parallel composition and replication in process calculi; out($M$). $R$ adds the constraint $o(M)$ to the constraint store and subsequently in the next time period behaves as (the encoding of) $R$.

SPCCP differs from SCCP in the treatment of keys and the input operation: priv($x$), pub($x$), and sym($x$) yields respectively the private, public and symmetric key from generator $x$. The input operator written as in($\forall x[o(N) \land o(\bar{x})]$ next($[R]'_{utcc}$)) should be read as “for all possible messages $\bar{m}$ (available under the assumption of knowing the keys $\bar{k}$) such that $N[\bar{m}/\bar{x}]$ is available as message at the network evolve into $P[\bar{m}]/\bar{x}$”. Intuitively, the idea is to check if $\bar{m}$ is available as knowledge assuming locally that the keys in $\bar{k}$ are available as knowledge, and if so, bind the variables in $P$ occurring in the pattern $N$ with the corresponding values in $\bar{m}$. The pattern matching resembles the pattern matching construct in SPL. The key difference is that it proceed for all possible matches, and that we employ the new rule for universal abstraction under local knowledge introduced in the previous section to allow the use of private keys as local information to perform the decryption of messages. Note that we also require that all the abstracted values can be inferred as output. This guarantees that secret values are not abstracted, and result in well-typeness of the encoding.

**Proposition 4.4.3 (SPCCP maps to well-typed utcc processes).** For any SPCCP process $P$, $\vdash [P]_{utcc} : sec$. 
\[ (1) \ A \to B : \{ m, A \}_{pub(B)} \]
\[ (2) \ B \to A : \{ m, n, B \}_{pub(A)} \]
\[ (3) \ A \to B : \{ n \}_{pub(B)} \]

Figure 4.5: Needham-Schröder-Lowe protocol with public-key encryption

\[ Init(A, B, k_A, p_B) = \text{new}(m) \text{out}(\{ m, A \}_{p_B}) \]
\[ \text{in}_\text{x}[\{ m, x, B \}_{pub(k_A)}|priv(k_A)] \]
\[ \text{out}(\{ x \}_{p_B}) \text{nil} \]

\[ Res(A, B, k_B, p_A) = \text{in}_\text{y}[\{ y, A \}_{pub(k_A)}|priv(k_A)] \]
\[ \text{new}(n) \text{out}(\{ y, n, B \}_{p_A}) \]
\[ \text{in}_\text{y}[\{ n \}_{pub(k_A)}|priv(k_A)] \text{nil} \]

\[ System(A, B) = \text{new}(k_A) \text{new}(k_B) (Init(A, B, k_A, pub(k_B))) \]
\[ || Res(A, B, k_B, pub(k_B))) \]

Figure 4.6: NSL protocol in SPCCP

Proof. (Sketch) The proof proceeds by trivial induction on the definition of \([P]_{utcc}\) and the typing rules in Figure 4.2.

Example: Needham-Schröeder-Lowe with public-key encryption. In Figure 4.5 we recall the protocol steps of the Needham-Schröeder-Lowe protocol [Lowe 1995] (hereafter referred as NSL) used as example in [Crazzolara & Winskel 2001].

The NSL protocol describes the interaction between agents A and B. First A sends to B a nonce along its agent name, encrypted with B's public key. Then B decrypts the message with his own private key extracting A's nonce. Next, B sends a message to A containing the proof of reception along with a fresh name encrypted under A's public key. Finally, A decrypts B's message and sends to B the name challenge received in the previous message encrypted with B's public key. The SPCCP version of the protocol is given in Figure 4.6.

SPCCP share some similarities with other languages for the description of security protocols, in particular with the approaches in LySA\(^{NS}\) [Buchholtz et al. 2004], SCCP, and the SPL calculus. Particularly, observe that there is no need to explicitly define the communication channels in which agents are transmitting messages. The underlying model acts as an open network in which every actor can access all the messages posted provided that he has the proper keys to decrypt its the message. We assume a disclosure of public keys for every agent, while the private keys are kept secret for each principal. The key difference between the approach in SPCCP to the approaches in SPL and SCCP is that the abstraction of the contents of a message encrypted with a key is only allowed if one possesses the corresponding key for decryption. This is similar to the approach in the LySA\(^{NS}\) calculus, except that we
4.5. Discussion and Future Work

We have illustrated that the introduction of universal quantification to CCP for modelling mobile communication and security protocols introduce the problem that information which should be local can be obtained by universal quantification. As a way to remedy the problems we have proposed a simple type system for constraints used as patterns in abstractions which allows us to guarantee semantically that e.g. channel names and encrypted values are only extracted by agents that are able to infer the channel or non-encrypted value from the store. Furthermore, we proposed a novel kind of abstraction allowing abstraction under the assumption of local knowledge. The latter can be applied to infer the plain text of encrypted messages under the assumption of knowledge of the key, without adding the key permanently to the global store. We exemplified the type system by examples of mobility of local links (in the context of the π-calculus) and provided a new language for security protocols combining the key features of the Security CCP (SCCP) language and the SPL calculus, but adding the ability to syntactically constraining the ability to decrypting secret values inspired by the LySaNS calculus.

The present work is only in its first stage. However, we believe that the proposed distinction between variables that can be universally quantified and variables that can not is an elegant way to remedy the problems we have illustrated connected to the universal quantification to CCP. A next step will be to perform a detailed investigation of the proposed new variant of the SCCP calculus and applications to
model security protocols. Here we delve into initial ideas for analysing security attacks using SCCP.

4.5.1 Further comments on Secrecy

A secrecy property under utcc should consider the existence of an attacker with the capabilities of previously defined in [Dolev & Yao 1981]. First of all, it is necessary to provide a persistent network model, with the possibility of injecting noisy messages when desired. This behaviour can be represented as:

\[ \text{Network} = !\left( \text{new}(x) \cdot \text{out}(x) \cdot \text{nil} \rightarrow \begin{array}{l}
\text{in}_x N[M|pk\text{(System)}] \cdot \text{out}(N) \cdot \text{nil}
\end{array} \right) \] (4.8)

In this model, the network can always create new noise and output for others. It can also use the public knowledge of the system (the set of public session keys) along with the security constraint system to decompose messages, and output the resulting messages back to the environment. Along with the security constraint system given in figure 4.4, and the definition of network model, an attacker will be able to use its pattern matching capabilities along with the set of keys publicly available as well as his own set of session keys in his search for a given message \( s \), as defined below:

**Definition 4.5.1 (Spy).** A spy searching for key \( s \) in SPCCP is defined as the process

\[ \text{Spy}(s, a) = ( \text{Network} \parallel \text{in}_s M|\text{keys}(\text{Spy})\notin pk\text{(System)} \cdot \text{out}(a) \cdot \text{nil} ) \] (4.9)

Where keys is the set of keys for a given agent and \( pk\text{(System)} \) the set of public keys of the system.

The Spy in this way has prior knowledge of the kind \( s \) of message he is searching for (not of his contents). After a successful decryption of \( s \) in the pattern \( M \), he will output a message acknowledging success similar to the tests in [De Nicola & Hennessy 1984].

Formally, we will use the notion of input-output equivalences [Valencia 2002] in order to describe an operational view of secrecy:

**Definition 4.5.2 (Observable behaviour).** Given \( \sigma = c_1, c_2, \ldots \) and \( \alpha = c'_1, c'_2, \ldots \)

We write \( P \xrightarrow{\sigma, \alpha} \) for \( P_1 = P_2 \rightarrow \cdots \). The set io(\( P \)) = \{\( (\sigma, \alpha') | P \xrightarrow{\sigma, \alpha'} \)\} denotes the input-output behaviour of \( P \). Two processes \( P \) and \( Q \) are input-output equivalent (\( \sim\text{io} \)) if io(\( P \)) = io(\( Q \)). Moreover, we say that \( P \) eventually publishes \( c \), written P \( \downarrow c \), if \( P \xrightarrow{\tau, \alpha'} \) and \( \alpha'(i) = c \) for some \( i \geq 0 \). Finally, we say that \( P \) discloses \( c' \), written P \( \downarrow c' \), if P \( \downarrow c \) and c \( \vdash c' \).

Therefore, a security property can use the notion of equivalences presented above to describe an attack. Intuitively, a security attack can be shown if a protocol specification interacting with a network model is different than the same protocol interacting with a spy, in the style of [Abadi & Gordon 1999]. In the case of secrecy, the security
property will be granted iff for any system plugged in parallel with a spy, there is no attacks involving the leakage of a secret. Formally:

**Definition 4.5.3 (Secrecy, operationally).** Process $P$ is defined to have a secrecy attack under key $s$ if $\exists a$ s.t. $P \parallel \text{Network } \not\equiv a P \parallel \text{Spy}(s, a) \parallel P \parallel \text{Spy}(s, a) \downarrow a$.

We can exploit the correspondence of utcc processes with linear temporal logic formulae to specify security properties in a logical way. First lets recall the logical correspondence definition in [Olarte & Valencia 2008a].

**Theorem 4.5.4 (FLTL Characterisation and Logic Correspondence[Olarte & Valencia 2008a]).** Let $\lbrack \cdot \rbrack$ a map from utcc processes to FLTL formulae given by:

\[
\begin{align*}
\lbrack \text{skip} \rbrack & = \text{tt} \\
\lbrack \lambda \vec{x};c \rbrack P & = \forall \vec{x} (c \Rightarrow \lbrack P \rbrack) \\
\lbrack \text{local } \vec{x}; c \rbrack P & = \exists \vec{x} (c \land \lbrack P \rbrack) \\
\lbrack \text{unless } c \text{ next } P \rbrack & = c \lor \diamond \lbrack P \rbrack \\
\lbrack \text{tell} (c) \rbrack & = c \\
\lbrack P \parallel Q \rbrack & = \lbrack P \rbrack \land \lbrack Q \rbrack \\
\lbrack \text{next} (P) \rbrack & = \diamond \lbrack P \rbrack \\
\lbrack !P \rbrack & = \Box \lbrack P \rbrack
\end{align*}
\]

Moreover, if $P$ is a well-terminated process and $c$ a state formula then

$$P \models c \iff P \Downarrow c$$

(4.10)

We can then reformulate a secrecy attack in terms of a temporal property, such as:

**Definition 4.5.5 (Secrecy, logically).** A secrecy attack is shown to be present in a process $P$ under the secret $s$ if $\exists a$ s.t. $P \land \text{Spy}(s, a) \models \diamond a$.

Finally, we sketch a relation between the secrecy attack evidenced operationally and the exhibition of a message using the logical equivalence. We conjecture that $P \parallel \text{Network } \not\equiv a P \parallel \text{Spy}(s, a)$ iff $P \land \text{Spy}(s, a) \models \diamond a$ for any given $s$.

### 4.5.2 Future Work

It is important to remark the importance of the current proposal with respect to other analysis techniques for security protocols. In [Blanchet 2001], a framework for the analysis of secrecy properties is proposed with logic programming as its underlying mechanism. The specification language follows the line of the equational theory presented in the Applied $\pi$-calculus [Abadi & Fournet 2001], encoding constructor and destructor functions by means of deduction rules in the framework. Here, pattern-matching is being used to encode the abilities of an attacker to abstract away information from the facts present in the store. Given that the attacker can apply the set of rules in a given specification, the correctness of the analysis relies on the power we give on the inference system. For instance, a rule $\text{attacker} \!(\text{sign}(m, sk)) \rightarrow \text{attacker}(sk)$ could be specified and the attacker would be able to extract away the secret key from a signature. We believe that a type system similar to the one proposed in this paper can be applied here to limit the extra expressive power of the rule-based approach by
allowing only to abstract only variables over unrestricted parts of the predicates, ruling out the example given above by declaring $sk$ a restricted variable over $\text{sign}(m, sk)$.

Similar considerations can be applied to other systems that base their analysis on pattern-matching techniques, like the extended strand-space approach in [Corin & Etalle 2002] and Miller’s linear logic approach for security protocols [Miller 2003].

As also pointed out in the text the local operator of utcc does not really correspond to the generation of new names in nominal calculi. This has already been noticed by Palamidessi et al. [Palamidessi et al. 2006], where a logical characterisation of name restriction using the existential quantifier does not ensure uniqueness in the fragment of the $\pi$-calculus with mismatch. The same occurs in utcc: a process $\langle \text{local} \: x \rangle \langle \text{local} \: y \rangle \: P$ can hide both $x$ and $y$ from the store, but the current logical formulation does not ensure the uniqueness of $x$ and $y$, as one may wish when dealing with nonces for security protocols. We leave for future work to study variants of the local operator ensuring uniqueness.
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Chapter 5

Modal Logics for Structured Communications

Abstract: We present a framework integrating imperative and declarative views for structured communications. Starting from languages for the specification of services, we provide a modal logic characterisation of the interactions occurring in a system, both at a from a global standpoint and from the views of each participant. The framework copes with two aims: exhibiting logical guarantees about the presence of an interaction, and model generation from logical specifications\(^1\).
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\(^1\)This work is an extended version of Chapter ???. In particular, sections 5.2 – 5.5 contain simplified versions of the results in Chapter ??, and readers can refer to such chapter for its full explanation.
5.1 Introduction

Given the intrinsic complexity when analysing services in distributed environments, one normally uses different abstractions to describe and analyse services. One of such abstractions deals with the study of the concurrent nature of services. Process calculi are formal languages conceived for the description and analysis of concurrent systems. As such, the goal of a process calculus is to provide a rigorous framework where complex systems can be accurately analysed, including reasoning techniques (e.g.: type systems, specification logics) to verify essential properties about their behaviour. The term structured communications [Honda et al. 1998] refers to the branch of process calculi devoted to the analysis of interactions between services. On a calculus for structured communications, one considers the computation within a service as an atomic activity, and focus the core of the analysis in the interactions between services.

Despite of being such a young trend, different but interrelated views for the analysis of service oriented systems have been proposed. We can enclose such approaches in two dichotomies: global/local views of services, and imperative/declarative specifications. In the first dichotomy, either one describes the system as the exchange of messages between different participants, or one considers the system as the composition of the local behaviours of each participant. In this first view, known as choreography [Kavantzas et al. 2004], one considers the system as a whole, taking care only of the interfaces that participants use when interacting to the outside world. In the second view, known as orchestration [Misra & Cook 2006], one models the system as perceived by the eyes of each participant (so-called end-point), sending and receiving messages but not knowing which other actors are present in a communication. As recently presented [Carbone et al. 2007, Busi et al. 2006, Hongli et al. 2007], choreographies and orchestrations have close ties to each other, and one can project a choreography to generate distributed orchestrations that implements it, sometimes referred as an end-point projection.

The second dichotomy here considered refers to the approach used to construct the models. Descriptions can have imperative or declarative flavours: In an imperative approach, one explicitly defines the control flow of commands. Typical representatives of this approach are based on process calculi, and come with behavioural equivalences and type disciplines as their main analytic tools [Puhlmann & Weske 2005, Lapadula
et al. 2007a, Boreale et al. 2006, Honda et al. 1998, Vieira et al. 2008]. On the contrary, in a declarative approach the focus drifts to the specification of the set of constraints (causality relations, time constraints, quality of service) processes should fulfil in order to be considered correct [Pesic & van der Aalst 2006, van der Aalst & Pesic 2006, Lyng et al. 2008, Nørgaard et al. 2005]. Even if these two trends address similar concerns, we find that they have evolved rather independently from each other. Returning to our example, we might consider the specifications above presented imperative specifications, whereas a declarative specification will let parts of the process unspecified.

Contributions Here we present a framework integrating imperative and declarative views for structured communications. Building from previous research in calculi for the specification of services [Carbone et al. 2007], we provide modal logic characterisations of the interactions occurring in a system, both at a from a global standpoint and from the views of each participant. The framework cope with two aims: exhibiting logical guarantees about the presence of an interaction, and model generation from logical specifications. In particular, we present two logical languages for describing choreographies and orchestrations. First, $\mathcal{GCL}$ is a logic describing possible interactions in a choreographical language (the global calculus): the correspondence between specifications in the calculus and the logic is tight, and one can go either from the logical characterisation to the process algebraic specification of a process, or prove that a choreographical description respects a formula in $\mathcal{GCL}$. Second, $\mathcal{LCL}$ is a logic inspired in the Hennessy-Milner with the aim of describing properties about the interactions in a language of orchestrations (the end-point calculus). The logic characterises typed bisimulation (pruning). As the main result, we show that there is a correspondence between imperative and declarative descriptions of the projections from choreographies to its end-points.

5.1.1 An Example

The notions of the framework are easily explained through an example describing each of the different visions we integrate.

Let us consider an electronic booking scenario. On one side, consider a company AC which offers flights directly from its website. On the other side, there is a customer looking for the best offers. In this scenario, the customer establishes a communication with AC and asks for a flight proposal given a set of constraints, such as the destination, the dates allowed, etc. After receiving a request and check its validity, AC establishes a communication with its partner AC’ serving the destination asked by the customer, and forwards the request made by the customer to AC’. Once that AC’ is able to process the request, he can contact the customer and provide him an offer. The ways AC’ communicates the offer to the customer are purposely left unspecified: for instance, 1) AC’ could reply back to AC, that later would contact customer with their previous established session, or 2) AC’ receives from AC the session key of the communication established between the customer and AC, and use
Cust $\xrightarrow{}$ AC, $\xrightarrow{}$ AC' (b) Interaction diagram (session types with delegation)  

Figure 5.1: Electronic booking example

A global specification focuses on the description of the interactions between participants Cust, AC and AC'. For instance, Cust$\rightarrow$AC$\cdot$ob$_{AC}(k_1)$ initiates an interaction between the Customer and the service ob$_{AC}$ located in the Airline company, labelled with a session identifier $k_1$. Similarly, the communication of the offer message between the Airline partner and the customer will be written as AC$\rightarrow$Cust$\cdot$of.  

Choreographies $C_{OB-1}$ present possible specifications of message exchanges in Figure 5.1, where $C_{OB-1}$ presents the alternative where messages travel back thru AC, $C_{OB-2}$ the alternative creating a new session, and $C_{OB-3}$ the alternative using session delegation. Notice that, in order for models like the ones described in $C_{OB-2}$ and $C_{OB-3}$ to respect the causality and coherence relations between interactions present in the theory of session types, we need languages to be expressive enough to support further capabilities, like delegation [Honda et al. 1998] and correlation sets [Lapadula et al. 2007a].

\[ C_{OB-1} = \text{Cust} \rightarrow \text{AC} \cdot \text{ob}_{AC}(k_1, k_2). \text{Cust} \rightarrow \text{AC} : k_1(\text{booking}, x_1). \text{AC} \rightarrow \text{AC'} : \text{ob}_{AC'}(k_3, k_4). \text{AC} \rightarrow \text{AC'} : k_3(x_1, y). \text{AC'} \rightarrow \text{AC} : k_4(\text{offer}, x_2). \text{AC} \rightarrow \text{Cust} : k_2(x_2, c). \text{Cust} \rightarrow \text{AC} : k_1(\text{accept}, z) \]  

\[ C_{OB-2} = \text{Cust} \rightarrow \text{AC} \cdot \text{ob}_{AC}(k_1, k_2). \text{Cust} \rightarrow \text{AC} : k_1(\text{booking}, x). \text{AC} \rightarrow \text{AC'} : \text{ob}_{AC'}(k_3). \text{AC} \rightarrow \text{AC'} : k_3(k_2, x'). \text{AC'} \rightarrow \text{Cust} : k_2(\text{offer}, y). \text{Cust} \rightarrow \text{AC} : k_1(\text{accept}, z) \]  

\[ C_{OB-3} = \text{Cust} \rightarrow \text{AC} \cdot \text{ob}_{AC}(k_1, k_2). \text{Cust} \rightarrow \text{AC} : k_1(\text{booking}, x). \text{AC} \rightarrow \text{AC'} : \text{ob}_{AC'}(k_3). \text{AC} \rightarrow \text{AC'} : k_3(k_2, x'). \text{AC'} \rightarrow \text{Cust} : k_2(\text{offer}, y). \text{Cust} \rightarrow \text{AC} : k_1(\text{accept}, z) \]  

This option, although interesting, will be refrained from consideration in our current study, as the choreography language utilised does not feature delegation of sessions.
The resulting behaviour can be seen below:

\[ C_{OB-3} = \text{Cust} \rightarrow \text{AC} : \text{ob}_\text{AC}(k_1, k_2), \text{Cust} \rightarrow \text{AC} : k_1(\text{booking}, x_1). \]

\[ \text{AC} \rightarrow \text{AC'} : \text{ob}_\text{AC'}(k_3, k_4), \text{AC} \rightarrow \text{AC'} : k_3(x_1, y). \]

\[ \text{AC} \rightarrow \text{Cust} : \text{ob}_\text{Cust}(k_5, k_6), \text{AC} \rightarrow \text{Cust} : k_3(\text{offer}, c). \]

\[ \text{Cust} \rightarrow \text{AC} : k_1(\text{accept}, z) \]  
(5.3)

In the same way that a choreographical specification describes each of the interactions between participants, a logical characterisation of choreographies denotes formulae describing the evolution of such interactions. However, a logical characterisation gives more flexibility to the specification of interactions: One can forget about the addition of extraneous constructs of the language and define a simple policy about the behaviour of interactions. This policy can be described using logical specification over choreographies. This logical specification describes only the important parts of the message flow between participants. For instance, in the above presented specification, one can describe a property ensuring that, given a communication between the Customer and the Airline company with a booking message, there is an eventual response directed to the customer with an offer matching the same session identifier (in this case, not necessarily coming from the same participant the communication was initiated).

\[ C_{OB-1} \models \exists A, k_t. \langle \text{init Cust} \rightarrow \text{AC on ob}_\text{AC}(k_1, k_2) \rangle. \langle \text{com Cust} \rightarrow \text{AC over k}_3(\text{booking}) \rangle. \]

\[ \langle \text{com A} \rightarrow \text{Cust over k}_5(\text{offer}) \rangle \]  
(5.4)

In a similar but orthogonal approach, the same specification in equation 5.1 can be seen as processes implementing each participant involved in the choreography. For instance, an interaction \( C = \text{Cust} \rightarrow \text{AC} : \text{ob}_\text{AC}(k_1, k_2) \), \( C' \) describing session initiation can be decomposed to concurrent processes \( C_{\text{Cust}} \mid C_{\text{AC}} \) implementing each side of the interaction:

\[ \text{Cust} \rightarrow \text{AC} : \text{ob}_\text{AC}(k_1, k_2). C' \quad \overline{\text{ob}_\text{AC}(k_1, k_2)}. C'_{\text{Cust}} \]

\[ C_{\text{AC}} : \overline{\text{ob}_\text{AC}(k_1, k_2)}. C_{\text{AC}} \mid \text{!ob}_\text{AC}(k_1, k_2). C'_{\text{AC}} \]

The full set of projections realising the choreography in equation 5.1 might need to include participants Cust, AC and AC’, and will need to guarantee that the ordering of the messages imposed in the global specification is still reflected in the projections. The resulting behaviour can be seen below:

\[ C_{\text{Cust}} = \overline{\text{ob}_\text{AC}(k_1, k_2)}. k_1!(\text{booking}) \cdot k_3?(c) \cdot k_1!(\text{accept}) \cdot 0 \]  
(55)

\[ C_{\text{AC}} = !\text{ob}_\text{AC}(k_1, k_2). k_1?(x_1). \overline{\text{ob}_\text{AC}(k_3, k_4)}. k_3!(x_1). k_3?(x_2). k_2!(x_2). k_1?(z). 0 \]  
(56)

\[ C_{\text{AC'}} = !\text{ob}_\text{AC}(k_3, k_4). k_4?(y). k_4!(\text{offer}). 0 \]  
(57)

\[ C = C_{\text{Cust}} \mid C_{\text{AC}} \mid C_{\text{AC'}} \]  
(58)
A declarative vision of end points allows us to express properties regarding each of the participants involved. For instance, we can check that the end point representing the customer respects a property stating that there is an eventual reply back after having made a booking request. Hence, end point specification at Equation 5.5 needs to satisfy the following formula:

\[ C_{Cust} \models Cust[k_1!(\text{booking})], \Diamond Cust[k_2?(x)], \text{end} \]  

(5.9)

Where \( Cust[\psi] \) denotes the execution of an action \( \psi \) by participant \( Cust \).

An interesting point here is the relation we can evidence between declarative specifications at global and local viewpoints. In principle, a declarative model describing the behaviour at the level of choreographies needs to be projected to formulae describing the behaviour of their end-points. Let \( \phi_{OB} \) the formula in Equation 5.4, and its decomposition into end-point formula described below:

\[
[\phi_{OB}] = \exists A, k_r. (Cust[ob_{AC} \uparrow k_1, k_2]. Cust[k_1!(\text{booking})] \\
\quad \cdot (Cust[k_r!(\text{offer})] \lor \Diamond Cust[k_r!(\text{offer})])) \\
\quad \mid (AC[ob_{AC} \downarrow k_1, k_2]. AC[k_1?(\text{booking})]) \\
\quad \mid (A[k_r!(\text{offer})] \lor \Diamond A[k_r!(\text{offer})])
\]  

(5.10)

The formula projected only speaks about the projected behaviour from the global specification, and allows for multiple implementations of services to accomplish such specification. We will see later, that although the translation seems intuitive, it is far from trivial: end points can implement many threads at the same time, and those have to be included in consideration on translations of the logical formulae. Also, the projections considered should be meaningful, in the sense that they respect the theory of end point projections. We show in further sections how this is accomplished.

5.1.1.1 Overview of the document

First, In Section 5.2 we recall the reader the formal foundations of a calculus of choreographies, the so-called global calculus. Its respective logic is presented in Section 5.3. A proof system relating the logical characterisation and the global calculus shown in Section 5.5. The semantics for the calculus of end-points is presented in Section 5.6, a logical characterisation of the end-point calculus is presented in Section 5.7, as well as the main contribution of this paper, namely the correspondence between the end-point projection and the logical projection between global and local formulae. Finally, concluding remarks are presented in Section 5.8.

5.2 The Global Calculus

The Global Calculus (GC) [Carbone et al. 2006, Carbone et al. 2007] originates from the Web Service Choreography Description Language (WS-CDL) [Kavantzas et al. 2004],
a description language for web services developed by W3C. Terms in GC describe choreographies as interactions between participants by means of message exchanges. The description of such interactions is centred on the notion of session, in which two interacting parties first establish a private connection via some public channel and then interact through it, possibly interleaved with other sessions. More concretely, an interaction between two parties starts by the creation of a fresh session identifier, that later will be used as a private channel where meaningful interactions take place. Each session is fresh and unique, so each communication activity will be clearly separated from other interactions. In this section, we provide an operational semantics for GC in terms of a label transition systems (LTS) [Plotkin 1981] describing how global descriptions evolve, and the type discipline that describes the structured sequence of message exchanges between participants from [Carbone et al. 2007].

5.2.1 Syntax

Let $C, C', \ldots$ denote *terms* of the calculus, often called *interactions* or *choreographies*; $A, B, C, \ldots$ range over *participants*; $k, k', \ldots$ are *linear channels*; $a, b, c, \ldots$ *shared channels*; $v, w, \ldots$ *variables*; $X, Y, \ldots$ *process variables*; $l, l', \ldots$ *labels* for branching; and finally $e, e', \ldots$ over unspecified arithmetic and other first-order expressions. We write $e@A$ to mean that the expression $e$ is evaluated using the variable related to participant $A$ in the store.

**Definition 5.2.1.** The syntax of the global calculus [Carbone et al. 2006] is given by the following grammar:

$$
C ::= 0 \quad \text{(inaction)} \\
| A \rightarrow B : a(k). C \quad \text{(init)} \\
| A \rightarrow B : k(e, y). C \quad \text{(com)} \\
| A \rightarrow B : k[l_i : C_i]_{i \in I} \quad \text{(choice)} \\
| C_1 | C_2 \quad \text{(par)} \\
| \text{if } e@A \text{ then } C_1 \text{ else } C_2 \quad \text{(cond)} \\
| X \quad \text{(recvar)} \\
| \mu X. C \quad \text{(recursion)}
$$

Intuitively, the term (inaction) denotes a system where no interactions take place. (init) denotes a session initiation by $A$ via $B$’s service channel $a$, with a fresh session channel $k$ and continuation $C$. Note that $k$ is bound in $C$. (com) denotes an in-session communication of the evaluation (at $A$’s) of the expression $e$ over a session channel $k$. In this case, $y$ does not bind in $C$ (our semantics will treat $y$ as a variable in the store of $B$). (choice) denotes a labelled choice over session channel $k$ and set of labels $l$. In (par), $C_1 | C_2$ denotes the parallel product between $C_1$ and $C_2$. (cond) denotes the standard conditional operator where $e@A$ indicates that the expression $e$ has to be evaluated in the store of participant $A$. In (recursion), $\mu X. C$ is the minimal fix point operation for recursion, where the variable $X$ of (recvar) is bound in $C$. The free and
bound session channels, names, and term variables are defined in the usual way, and are denoted as $\text{fsc}(\mathcal{C})$, $\text{bsc}(\mathcal{C})$, $\text{fn}(\mathcal{C})$, $\text{fv}(\mathcal{C})$. The calculus is equipped with a standard structural congruence $\equiv$, defined as the minimal congruence relation on interactions $\mathcal{C}$, such that $\equiv$ is a commutative monoid with respect to $\|$ and $0$, it is closed under alpha equivalence $\equiv_\alpha$ of terms, and it is closed under the recursion unfolding, i.e., $\mu X \mathcal{C} \equiv \mathcal{C}[\mu X \mathcal{C}/X]$.

**Remark 5.2.2 (Differences with the approach in [Carbone et al. 2007]).** The syntax in Definition 2.1.12 presents a simplified version of the global calculus without restriction, summation and local assignments. In its original presentation, restriction is used only during session initiation. We capture the requirement of fresh identifiers by using the operational rules in Figure 5.2. Excluding the lack of local assignment, we argue that our version of GC is, to some extent, as expressive as the one originally reported in [Carbone et al. 2007]. In particular, the interaction process $A \rightarrow B : k(\text{op}, e, y)$ as originally defined captures both selection and message passing which are instead disentangled in our case (mainly for clarity reasons). The absence of $\text{op}$ in the interaction process $A \rightarrow B : k(e, y)$ can be easily encoded with the existing operators. In fact, $A \rightarrow B : k(\text{op}, e, y)$. $\mathcal{C}'$ can be decomposed into $A \rightarrow B : k[\text{op}_i : \mathcal{C}'_i]_{i \in I}, A \rightarrow B : k(e, y)$. $\mathcal{C}'$ with unary $I$ (although we lose atomicity).

### 5.2.2 Semantics

We give the operational semantics in terms of configurations $(\sigma, \mathcal{C})$, where $\sigma$ represents the state of the system and $\mathcal{C}$ the choreography actually being executed. The state $\sigma$ contains a set of variables labelled by participants. As described in the previous subsection, a variable $x$ located at participant $A$ is written as $x@A$. The same variable name labelled with different participant names denotes different variables (hence $\sigma(x@A)$ and $\sigma(x@B)$ may differ). Formally, the operational semantics is defined as a labelled transition system (LTS). A transition $(\sigma, \mathcal{C}) \rightarrow \ell (\sigma', \mathcal{C}')$ says that a choreography $\mathcal{C}$ in a state $\sigma$ executes an action (or label) $\ell$ and evolves into $\mathcal{C}'$ with a new state $\sigma'$. Actions are defined as $\ell = \{\text{init } A \rightarrow B \text{ on } a(k), \text{com } A \rightarrow B \text{ over } k, \text{sel } A \rightarrow B \text{ over } k : l_j\}$, denoting initiation, in-session communication and branch selection, respectively. We write $(\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')$ when $\ell$ irrelevant, and $\rightarrow^*$ denotes the transitive closure of $\rightarrow$. The transition relation $\rightarrow$ is defined as the minimum relation on pairs state/interaction satisfying the rules in Figure 5.2.

Intuitively, transition (G-INIT) describes the evolution of a session initiation: after $A$ initiates a session with $B$ on service channel $a$, $A$ and $B$ share the fresh channel $h$ locally. (G-COM) describes the main interaction rule of the calculus: the expression $e$ is evaluated into $v$ in the $A$-portion of the state $\sigma$ and then assigned to the variable $x$ located at $B$ resulting in the new state $\sigma[x@B \mapsto v]$. (G-CHOICE) chooses the evolution of a choreography resulting from a labelled choice over a session key $k$. (G-IfT) and (G-IfF) show the possible paths that a deterministic evolution of a choreography can produce. (G-Par) and (G-Struct) behave as the standard rules for parallel product and structural congruence, respectively.
Figure 5.2: Operational Semantics for the Global Calculus

Remark 5.2.3 (Global Parallel). Parallel composition in the global calculus differs from the notion of parallel found in standard concurrency models based on input/output primitives [Milner 1999]. In the latter, a term $P_1 | P_2$ may allow interactions between $P_1$ and $P_2$. However, in the global calculus, the parallel composition of two choreographies $C_1 | C_2$ concerns two parts of the described system where interactions may occur in $C_1$ and $C_2$ but never across the parallel operator $|$. This is because an interaction $A \rightarrow B \ldots$ abstracts from the actual end-point behaviour, i.e., how $A$ sends and $B$ receives. In this model, dependencies between two choreographies can be expressed by using variables in the state $\sigma$.

In its original presentation [Carbone et al. 2007], GC comes equipped with a reduction semantics unlike the one presented in Figure 5.2. Our LTS semantics has the advantage of allowing to observe changes on the behaviour of the system, which will prove useful when relating to the logical characterisation in Section 5.3. We conjecture that our proposed LTS semantics and the reduction semantics of the global calculus originally presented in [Carbone et al. 2007] coincide (taking into account the considerations in Remark 5.2.2).

Lemma 5.2.4. If $C \equiv C''$ and $(\sigma, C) \xrightarrow{\ell} (\sigma', C')$ then $(\sigma, C'') \xrightarrow{\ell} (\sigma', C')$

Proof. It follows by trivial case analysis over $\equiv$. ⪫

Proposition 5.2.5 (Reduction and LTS semantics coincide in GC). Given $C, C'$ processes, $\rightarrow$ the reduction relation between global calculus processes in [Carbone et al. 2007] (Included in Appendix 5.A) and $\xrightarrow{\ell}$ the labelled transition relation in Figure 5.2. We can say that:
Soundness : If \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')\), then \(\exists \ell \text{ s.t. } (\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}'')\) and \(\mathcal{C}' \equiv \mathcal{C}''\).

Completeness : For any \(\ell\), if \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}')\) then \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')\).

Proof. On (Soundness): The proof proceeds by induction on the length of derivation in \(\rightarrow\).

Case (RG-Init): There must be the case that \(\mathcal{C} = A \rightarrow B : a(k)\), \(\mathcal{C}'\) and \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')\). One can easily show that for \(\mathcal{C}\) and \(\ell = \text{init } A \rightarrow B\) on \(a(k)\), \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')\) which is structurally congruent to \(\mathcal{C}'\) with fresh \(k\) on \(\mathcal{C}'\).

Case (RG-Comm): There must be the case that \(\mathcal{C} = A \rightarrow B : k(\text{op}, e, y)\). \(\mathcal{C}'\) can be decomposed into \(A \rightarrow B : k(\text{op}_i : \mathcal{C}'_{i_i})\), \(A \rightarrow B : k(e, y)\), \(\mathcal{C}'\) (Remark 5.2.2), so the reduction of \(\mathcal{C}\) will be given by \((\sigma, \mathcal{C}) \rightarrow^* (\sigma, \mathcal{C}')\).

By (RG-Comm) one get that \((\sigma, \mathcal{C}) \rightarrow (\sigma[x@B \leadsto v], \mathcal{C}')\), and one can easily show that for such a \(\mathcal{C}\), there is a transition \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}')\), with \(\ell\) variable depending on whether \(\text{op}\) is used or not:

- If \(\text{op} \neq \emptyset\), then we know that the behaviour maps to a deterministic choice, therefore \(\ell = \text{sel } A \rightarrow B\) over \(k : l\) and \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma'', \mathcal{C}'')\)

- If \(\text{op} = \emptyset\), then we know that the behaviour maps to message passing, therefore \(\ell = \text{com } A \rightarrow B\) over \(k(x)\) and \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma'', \mathcal{C}'')\)

Case: (RG-IfT): We can assume that for \(\mathcal{C} = \text{if } e@A \text{ then } \mathcal{C}_1 \text{ else } \mathcal{C}_2\) then \(\sigma \vdash e@A \Downarrow \text{tt}\) and \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}')\), the converse case is symmetric.

From the application of (G-IfT) along with the induction hypothesis \((\sigma, \mathcal{C}_1) \xrightarrow{\ell} (\sigma', \mathcal{C}'_1)\) we get that \((\sigma, \text{if } e@A \text{ then } \mathcal{C}_1 \text{ else } \mathcal{C}_2) \xrightarrow{\ell} (\sigma', \mathcal{C}'_2)\) which is what we had to show.

Case: (RG-Par) and (RG-Rec): Follows trivially by simple rule induction.

Case: (RG-Struct): Given \((\sigma, \mathcal{C}'') \rightarrow (\sigma, \mathcal{C}'''')\) then we can assume that \(\mathcal{C} \equiv \mathcal{C}''\) and \((\sigma, \mathcal{C}) \rightarrow (\sigma', \mathcal{C}') \wedge \mathcal{C}' \equiv \mathcal{C}''\). We need to show that \((\sigma, \mathcal{C}'') \xrightarrow{\ell}^* (\sigma, \mathcal{C}''')\).

From Lemma 5.2.4 and the inductive hypothesis \(\mathcal{C} \equiv \mathcal{C}'' \wedge (\sigma, \mathcal{C}) \xrightarrow{\ell}^* (\sigma', \mathcal{C}') \wedge \mathcal{C}' \equiv \mathcal{C}''\) then \((\sigma, \mathcal{C}'') \xrightarrow{\ell}^* (\sigma', \mathcal{C}''')\).

On (Completeness): The proof proceeds by case analysis of the labels in \(\ell\) over the transitions in \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}')\).

Case \(\ell = \text{init } A \rightarrow B\) on \(a(k)\): We have that \((\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}')\) with \(\mathcal{C} = A \rightarrow B : a(k)\), \(\mathcal{C}'\). After the application of (RF-Init) we get that \((\sigma, \mathcal{C}) \rightarrow (\sigma, \mathcal{C}'[h/k])\) (Remark 5.2.4), with fresh \(h\), and \(\mathcal{C}'[h/k] \equiv \mathcal{C}'\), hence we are done.
5.2. The Global Calculus

Case $\ell = \text{com} A \rightarrow B$ over $k(x)$: we have that $(\sigma, C) \rightarrow (\sigma[x@B \mapsto v], C')$ with $C = A \rightarrow B : k(e, x), C'$. After the application of $(\text{RG-Comm})$ with $\text{op} = \emptyset$ we get that $(\sigma, C) \rightarrow (\sigma[x@B \mapsto v], C')$.

Case $\ell = \text{sel} A \rightarrow B$ over $k : l$: we have that $(\sigma, C) \ell \rightarrow (\sigma, C')$ with $C = A \rightarrow B : k[l_i : C_i]_{i \in I}$. After the application of $(\text{RG-Comm})$ with $l_i$ we get that $(\sigma, C) \rightarrow (\sigma[x@B \mapsto v], C')$ with $x$ an irrelevant variable in $B$ (extra and not used elsewhere).

Example 5.2.6 (Online Booking). We consider the example presented in the introduction, i.e., a simplified version of the on-line booking scenario presented in [López et al. 2010]. Here, the customer (Cust) establishes a session with the airline company (AC) using service (on-line booking, shorted as ob) and creating session keys $k_1, k_2$. Once sessions are established, the customer will request the company about a flight offer with his booking data, along the session key $k_1$. The airline company will process the customer request and will send a reply back with an offer using the session key $k_2$. The customer will eventually accept the offer, sending back an acknowledgment to the airline company using $k_1$. The following specification in the global calculus represents the protocol:

$$C_{OB} = \text{Cust} \rightarrow \text{AC}(\text{ob}(k_1, k_2)). \text{Cust} \rightarrow \text{AC} : k_1(\text{booking}, x).$$

$$\text{AC} \rightarrow \text{Cust} : k_2(\text{offer}, y). \text{Cust} \rightarrow \text{AC} : k_1(\text{accept}, z).\emptyset.$$

5.2.3 Session Types for the Global Calculus

The Global Calculus comes accompanied with a type discipline that ensures the proper control flow among interactions. It is built as a generalisation of session types [Honda et al. 1998] for global interactions, first presented in [Carbone et al. 2007]. Here we informally describe their use thru examples, and direct to their original presentation for a more formal view.

Session types in GC are used to structure sequence of message exchanges in a session. Their syntax is as follows:

$$\theta = \text{bool} \mid \text{int} \mid \ldots \mid \alpha = \uparrow (\theta) \alpha \mid \downarrow (\theta) \alpha \mid \text{alt}\{l_i : \alpha_i\}_{i \in I} \mid \oplus \{l_i : \alpha_i\}_{i \in I} \mid \alpha_1 \mid \alpha_2 \mid \text{end} \mid \mu t. \alpha \mid t \ (5.12)$$

Here, $\theta$ range over standard data types bool, string, int, … and $\alpha$ describe session types. We describe the forms of $\alpha$.

- $\downarrow (\theta) \alpha$ and $\uparrow (\theta) \alpha$ are the input and output types and describe the reception (resp. emission) of a message with data type $\theta$ followed by a continuation $\alpha$.

- Similarly, $\text{alt}\{l_i : \alpha_i\}_{i \in I}$ is the branching type while $\oplus \{l_i : \alpha_i\}_{i \in I}$ is the selection type.
• The type \( \sigma_1 \mid \sigma_2 \) is a parallel composition of session types \( \sigma_1 \) and \( \sigma_2 \).

• The type \( \text{end} \) indicates session termination and is often omitted.

• \( \mu t. \alpha \) indicates a recursive type with \( t \) as a type variable. \( \mu t. \alpha \) binds the free occurrences of \( t \) in \( \alpha \). We take an equi-recursive view on types, not distinguishing between \( \mu t. \alpha \) and its unfolding \( \alpha[t/\mu t. \alpha] \).

Typing judgments in GC have the form \( \Gamma \vdash C \triangleright \Delta \), where \( \Gamma \) is a type environment describing services, and \( \Delta \) the type environment describing sessions. Typically, \( \Gamma \) contains a set of type assignments of the form \( a@A : \alpha \), which say that a service \( a \) located at participant \( A \) may be invoked and run a session according to type \( \alpha \). \( \Delta \) contains type assignments of the form \( k[A, B] : \alpha \) which say that a session channel \( k \) identifies a session between participants \( A \) and \( B \) and has session type \( \alpha \) when seen from the viewpoint of \( A \). There is no particular reason why one has to choose a strict direction when considering interactions, and one may as well consider \( k[A, B] : \alpha \) from the viewpoint of \( B \). We return to the specification (OB) in Example 5.2.6 to see how some of the typing rules work. One possible assignment for \( \Delta \) is:

\[
k_1, k_2[Cust, AC] : k_1 \downarrow \text{booking}(\text{string}), k_2 \uparrow \text{offer}(\text{int}), k_1 \downarrow \text{accept}(\text{string}), \text{end}
\]

Describing that \( k_1 \) and \( k_2 \) are names corresponding to the same session between participants \( Cust \) and \( AC \), and corresponds to the session type \( \alpha = k_1 \downarrow \text{booking}(\text{string}), k_2 \uparrow \text{offer}(\text{int}), k_1 \downarrow \text{accept}(\text{string}), \text{end} \) when seeing it from the point of view of \( Cust \).

We provide some examples on the typing rules for the GC. The full set typing rules derived from the original work are attached in Appendix 5.B. First, we comment the rule \( (G\text{-TInit}) \), which types the establishment of a new session between two participants.

\[
G - \text{TInit}
\]

\[
\frac{\Gamma, a@B : (\hat{k})\alpha \vdash C \triangleright \Delta \cdot \hat{k}[B, A] : \alpha \quad A \neq B}{\Gamma, a@B : (\hat{k})\alpha \vdash A \to B a[\hat{k}] \cdot C \triangleright \Delta}
\]

Here, the typing rule dictates some requirements on the structure of the choreography: first, the initialisation of a session between participants in \( A \to B a(\hat{k}) \), \( C \) requires that sessions names in \( \hat{k} \) correspond to a session type in the premise. Moreover, it checks that the service channel \( a@B : (\hat{k})\alpha \) is declared in the service typing \( \Gamma \). The rule \( (G\text{-TCom}) \) describes communication between participants:

\[
G - \text{TCom}
\]

\[
\frac{\Gamma \vdash C \triangleright \Delta \cdot \hat{k}[A, B] : \alpha \quad \Gamma \vdash e@A : \theta \quad \Gamma \vdash x@B : \theta \quad k \in \hat{k} \quad A \neq B}{\Gamma \vdash A \to B : k(e, x) \cdot C \triangleright \Delta \cdot \hat{k}[A, B] : k \uparrow \theta \cdot \alpha}
\]

Here, the interaction \( C = A \to B : k(e, x) \). \( C' \) will be typable with a session type \( \Delta \cdot \hat{k}[A, B] : k \uparrow \theta \cdot \alpha \) provided that: 1) The evaluation of the expression \( e \) at \( A \) and its
recipient variable \(x\) at \(B\) correspond to the same value type, 2) the communication is performed between different participants \(A\) and \(B\), and 3) the continuation \(C\) contains a session type between \(A\) and \(B\) such that its session names in \(\tilde{k}\) contain \(k\). In the conclusion, we use an output type \(k \uparrow \theta, \alpha\) describing the emission of value from the point of view of \(A\). It is clear, that we could use a complementary rule to type the input of values from the point of view of \(B\).

**Assumption 5.2.7 (Well-typedness).** Henceforth we only consider well-typed terms for the Global calculus, unless otherwise specified.

### 5.3 \(GL:\) A Logic for the Global Calculus

In this section, we introduce a logic for choreography. The logical language comprises assertions for equality and value/name passing.

#### 5.3.1 Syntax

The grammar of assertions is given in Figure 5.3. Choreography assertions (ranged over by \(\phi, \phi', \chi, \ldots\)) give a logical interpretation of the global calculus introduced in the previous section. The logic includes the standard FOL operators \(\land, \neg, \exists\). In \(\exists t. \phi\), the variable \(t\) is meant to range over service and session channels, participants, labels for branching and basic placeholders for expressions. Accordingly, it works as a binder in \(\phi\). In addition to the standard operators, the operator \((l\text{-action})\) represents the execution of a labelled action \(l\) followed by the assertion \(\phi\). Those labels \(l\) match the ones in the LTS of GC, i.e., they are \((l\text{-init}), (l\text{-com}),\) and \((l\text{-branch})\). The formula \((l\text{-termination})\) represents the process termination. We also include an unspecified,
but decidable, \((f\text{-equality})\) operator on expressions as in \cite{Berger2008}. \((f\text{-may})\) denotes the standard eventually operators from Linear Temporal Logic (LTL) \cite{Emerson1991}. The spatial operator \((f\text{-parallel})\) denotes composition of formulae: because of the unique nature of parallel composition in choreographies, we have used the symbol \(|\) (as in separation logic \cite{Reynolds2002} and spatial logic \cite{Caires2001}) in order to stress the fact that there is no interference between two choreographies running in parallel. We assume defined on formulas the standard relation \(\equiv\) of \(\alpha\)-conversion. We also assume defined as usual the set \(\mathbb{F}(\phi)\) of free name variables in \(\phi\). If \(\ell\) is a name and \(\phi\) is a formula then \(\phi[\ell/\ell]\) denotes the formula obtained by replacing all free occurrences of \(t\) in \(\phi\) by the name term \(m\), (nondeterministically) renaming bound variables as needed to avoid capturing names in \(m\).

**Notation 5.3.1 (Existential quantification over action labels).** In order to simplify the readability, we introduce the concept of existential quantification over action labels as a short-cut to mean the following:

\[
\exists \ell. (\ell)\phi \;\overset{\text{def}}{=}\; \exists A, B, a, k. \left(\text{init} A \rightarrow B \text{ on } a(k)\right). \phi \lor \\
\exists A, B, k. \left(\text{com} A \rightarrow B \text{ over } k\right). \phi \lor \\
\exists A, B, k, l. \left(\text{sel} A \rightarrow B \text{ over } k : l\right). \phi.
\]

**Remark 5.3.2 (Derived Operators).** We can get the full account of the logic by deriving the standard set of strong modalities from the above presented operators. In particular, we can encode the constant true \((tt)\) and false \((ff)\); and the next \((\circ \phi)\) and the always operators \((\Box \phi)\) from LTL:

\[
\begin{align*}
\text{tt} \overset{\text{def}}{=} \left(0@A = 0@A\right) \\
\text{ff} \overset{\text{def}}{=} \left(0@A = 1@A\right) \\
(e_1 \neq e_2) \overset{\text{def}}{=} \neg(e_1 = e_2) \\
\forall x. \phi \overset{\text{def}}{=} \neg\exists x. \neg \phi \\
\phi \lor \chi \overset{\text{def}}{=} \neg(\neg \phi \land \neg \chi) \\
\phi \Rightarrow \chi \overset{\text{def}}{=} \neg \phi \lor \chi \\
\Box \phi \overset{\text{def}}{=} \neg \Diamond \neg \phi \\
[\ell] \phi \overset{\text{def}}{=} \neg(\ell)\neg \phi \\
\circ \phi \overset{\text{def}}{=} \exists \ell. (\ell)\phi.
\end{align*}
\]

In the rest of this section, we illustrate the expressiveness of our logic through a sequence of simple, yet illuminating examples, giving an intuition of how the modalities introduced plus the existential operator \(\exists\) allow to express properties of choreographies.

**Example 5.3.3 (Availability, Service Usage and Coupling).** The logic above allows to express that, given a service invoker (known as \(A\) in this setting) requesting the service \(a\), there exists another participant (called \(B\) in the example) providing \(a\) with \(A\) invoking it. This can be formulated in \(\mathcal{GL}\) as follows:

\[
\exists B. \left(\text{init } A \rightarrow B \text{ on } a(k)\right)tt.
\]

Assume now, that we want to ensure that services available are actually used. We can use the dual property for availability, i.e., for a service provider \(B\) offering \(a\), there exists someone invoking \(a\):

\[
\exists A. \left(\text{init } A \rightarrow B \text{ on } a(k)\right)tt.
\]
Verifying that there is a service pairing two different participants in a choreography can be done by existentially quantifying over the shared channels used in an initiation action. A formula in $\mathcal{GL}$ representing this can be the following one:

$$\exists a. \langle \text{init } A \to B \text{ on } a(k) \rangle \text{tt}.$$  

**Example 5.3.4 (Causality Analysis).** The modal operators of the logic can be used to perform studies of the causal properties that our specified choreography can fulfill. For instance, we can specify that given an expression $e$ evaluated to true at participant $A$, there is an eventual firing of a choreography that satisfies property $\phi_1$, whilst $\phi_2$ will never be satisfied. Such a property can be specified as follows:

$$(e@A = \text{tt}) \land \Diamond(\phi_1) \land \Box \neg \phi_2.$$  

**Example 5.3.5 (Response Abstraction).** An interesting aspect of our logic is that it allows for the declaration of partial specification properties regarding the interaction of the participants involved in a choreography. Take for instance the interaction diagram in Figure 5.4. The participant $A$ invokes service $b$ at $B$’s and then $B$ invokes $D$’s service $d$. At this point, $D$ can send the content of variable $x$ to $A$ in two different ways: either by using those originally established sessions or by invoking a new service at $A$’s. However, at the end of both computation paths, variable $z$ (located at $A$’s) will contain the value of $x$. In the global calculus, this two optional behaviour can be modelled as follows:

$$C_1 = A \to B . b(k). B \to D . d(k'). D \to B : k'(x, y_B). B \to A : k(y_B, z). 0$$  

$$C_2 = A \to B . b(k). B \to D . d(k'). D \to A : a(k''). D \to A : k''(x, z) . 0.$$  

(Option 1)  

(Option 2)
We argue that, under the point of view of $A$, both options are sufficiently good if, after an initial interaction with $B$ is established, there is an eventual response that binds variable $z$. Such a property can be expressed by the $\mathcal{GL}$ formula:

$$\exists X, k'. \langle \\text{init } A \rightarrow B \text{ on } a(k)\rangle \diamond \langle \text{com } X \rightarrow A \text{ over } k'\rangle(z@A = x@D).$$

Notice that both the choreographies (Option 1) and (Option 2) satisfy the partial specification above. This will be clear in Section 5.3.2 where we introduce the semantics of logic.

Also note that a third option for the protocol at hand is to use delegation (the ability of communicating session keys to third participants not involved during session initiation). However, the current version of the global calculus does not feature such an operation and we leave it as future work.

Example 5.3.6 (Connectedness). The work in [Carbone et al. 2007] proposes a set of criteria for guaranteeing a safe end-point projection between global and local specifications (note that the choreography in the previous example does not respect such properties). Essentially, a valid global specification have to fulfil three different criteria, namely Connectedness, Well-threadedness and Coherence. It is interesting to see that some of this criteria relate to global and local causality relations between the interactions in a choreography, and can be easily formalised as properties in the choreography logic here presented. Below, we consider the notion of connectedness and leave the other cases as future work. Connectedness dictates a global causality principle among interactions. If $A$ initiates any action (say sending messages, assignment, etc) as a result of a previous event (e.g. message reception), then such a preceding event should have taken place at $A$. In the following, let $\text{Interact}(A, B)\phi$ be a predicate which is true whenever $\langle \ell \rangle \phi$ holds for some $\ell$ with an interaction from $A$ to $B$. Connectedness can then be specified as follows:

$$\forall A, B, C. \square \langle \text{Interact}(A, B) \text{tt} \Rightarrow \exists C. (\text{Interact}(A, B) \text{tt} \land \text{Interact}(B, C) \text{tt} \land \text{Interact}(A, B) \neg \exists \ell (\ell \text{tt})) \rangle.$$  

5.3.2 Semantics

We now give a formal meaning to the assertions introduced above with respect to the semantics of the global calculus introduced in the previous section. In particular, we introduce the notion of satisfaction. We write $\mathcal{C} \models_s \phi$ whenever a state $\sigma$ and a choreography $\mathcal{C}$ satisfy a $\mathcal{GL}$ formula $\phi$. The relation $\models_s$ is defined by the rules given in Figure 5.5. In the $\exists t. \phi$ case, $w$ should be an appropriate value according to the type of $t$, e.g., a participant if $t$ is a participant placeholder. Finally, $\sigma(e_1@A) \downarrow$ denotes the evaluation in the store $\sigma$ of a closed expression $e_1$ in the participant $A$ with result $v$.

Definition 5.3.7 (Satisfiability, Validity and Logical Equivalence in GL).

- A formula $\phi$ is satisfiable if there exists some configuration under which it is true, that is, $\mathcal{C} \models_s \phi$ for some $(\mathcal{C}, \sigma)$. 
5.4 Undecidability of Global Logic

In this section we focus on the undecidability of the global logic for the global calculus with recursion given in Section 5.2. In order to prove that the global logic is undecidable, we use a reduction from the Post Correspondence Problem (PCP) [Post 1944] similarly to the one proposed in [Charatonik & Talbot 2001]. The idea is to encode in the global calculus a "program" which simulates the construction of PCP. We first give a formal definition of the PCP. In the sequel, $\cdot$ denotes word concatenation.

**Definition 5.4.1 (PCP).** Let $s, t, \ldots$ range over $\Sigma^*$ where $\Sigma = \{0, 1\}$ and let $e$ be the empty word. An instance of PCP is a set of pairs of words $\{(s_1, t_1), \ldots, (s_n, t_n)\}$ over $\Sigma^* \times \Sigma^*$. The Post Correspondence Problem is to find a sequence $i_0, i_1, \ldots, i_k (1 \leq i_j \leq n$ for all $0 \leq j \leq k)$ such that $s_{i_0} \cdot s_{i_1} \cdot \ldots \cdot s_{i_k} = t_{i_0} \cdot t_{i_1} \cdot \ldots \cdot t_{i_k}$.

Intuitively, PCP consists of finding some string in $\Sigma^*$ which can be obtained by the concatenation $s_{i_0} \cdot \ldots \cdot s_{i_k}$ as well as by $t_{i_0} \cdot \ldots \cdot t_{i_k}$. Such a problem has been
proved to be undecidable [Post 1944]. Our goal is to find a GC term that takes a random pair of words from an instance of PCP and append them to an "incremental pair" of words which encodes the current state of the sequences \(s_{i_0} \ldots s_{i_k}\) and \(t_{i_0} \ldots t_{i_k}\). Technically, we need a choreography that assigns randomly a natural number in \(\{1, \ldots, n\}\) to a variable \(r\) in some participant \(B\), and another choreography that picks a pair of words from the PCP instance, accordingly to value in the variable \(r\mod B\), and then appends them to the "incremental pair" of words in \(A\).

**Definition 5.4.2 (Encoding of PCP).** Let \(A_1, \ldots, A_n, A, B\) be participants and let \(a, b\) be shared names for sessions, then define the two choreographies as shown below:

\[
\text{Random}(A_1, \ldots, A_n, B, a) \overset{\text{def}}{=} \mu X. A_1 \rightarrow B : a(k) . A_1 \rightarrow B : k(1, r) . X
\]

\[
\text{Append}(A, B, b) \overset{\text{def}}{=} \mu X. A \rightarrow B : b(k). A \rightarrow B : k(\text{str}1, \text{str}2). A \rightarrow B : k(\text{str}2, \text{str}1).
\]

- if \(r \mod B = 1\) then
  \[
  B \rightarrow A : k(\text{tmp}1 \cdot s_1, \text{str}1). B \rightarrow A : k(\text{tmp}2 \cdot t_1, \text{str}2). X
  \]
- else if \(r \mod B = 2\) then
  \[
  B \rightarrow A : k(\text{tmp}1 \cdot s_2, \text{str}1). B \rightarrow A : k(\text{tmp}2 \cdot t_2, \text{str}2). X
  \]
- else if \(r \mod B = 3\) then
  ...
- else if \(r \mod B = n\) then
  \[
  B \rightarrow A : k(\text{tmp}1 \cdot s_n, \text{str}1). B \rightarrow A : k(\text{tmp}2 \cdot t_n, \text{str}2). X
  \]
- else \(X\)

We define the initial configuration \((\sigma, \mathcal{C})\) to be formed by the choreography and the state below:

\[
\mathcal{C} \overset{\text{def}}{=} \text{Random}(A_1, \ldots, A_n, B, a) \mid \text{Append}(A, B, b)
\]

\[
\sigma \overset{\text{def}}{=} [\text{str}1 \mod A \mapsto \epsilon, \text{str}2 \mod A \mapsto \epsilon, \text{tmp}1 \mod B \mapsto \epsilon, \text{tmp}2 \mod B \mapsto \epsilon, r \mod B \mapsto 1].
\]

For encoding the PCP existence question \((s_{i_0} \ldots s_{i_k} = t_{i_0} \ldots t_{i_k})\) we can encode it as a \(\mathcal{GL}\) formula:

\[
\phi \overset{\text{def}}{=} \Diamond \left( (\text{str}1 \mod A = \text{str}2 \mod A) \land (\text{str}1 \mod A \neq \epsilon) \land (\text{str}2 \mod A \neq \epsilon) \right).
\]

Above, each participant \(A_i\) (with \(i \in \{1, \ldots, n\}\)) recursively opens a session with participant \(B\) and writes in the variable \(r \mod B\) the value \(i\). Moreover, the participant \(B\) stores the knowledge of all the word pairs \((s_i, t_i)\), while the participant \(A\) takes randomly a word pair from \(B\) and then append it to his incremental pair of words: \((\text{str}1, \text{str}2)\). Next, the formula \(\phi\) states that there exists a computational path from the initial configuration to a configuration which stores in \(\text{str}1\) and \(\text{str}2\) two equal non-empty strings.
5.5. Proof System for $\mathcal{GC}$

Here we present a model checking algorithm (in the form of a proof system) to decide when a global logic formula is satisfied by a recursion-free configuration of the global calculus. Indeed, similarly to [Charatonik & Talbot 2001], it turns out that the logic is decidable on the recursion-free choreographies$^3$. We also prove the soundness and completeness of the proposed proof system w.r.t. the assertion semantics.

In order to reason about judgments $C \models_\sigma \phi$, we propose a proof (or inference) system for assertions of the form $C \vdash_\sigma \phi$. Intuitively, we want $C \vdash_\sigma \phi$ to be as approximate as possible to $C \models_\sigma \phi$ (ideally, they should be equivalent). We write $C \vdash_\sigma \phi$ for the provability judgement where $(\sigma, C)$ is a configuration and $\phi$ is a formula.

Notation 5.5.1. We define the set of continuations, and the reachable set of configurations from an source configuration $(\sigma, C)$, after an action $\ell$, as follows:

$$\text{Next}(\sigma, C, \ell) \overset{\text{def}}{=} \{(\sigma', C') \mid (\sigma, C) \xrightarrow{\ell} (\sigma', C')\}$$

$$\text{Reachable}(\sigma, C) \overset{\text{def}}{=} \{(\sigma', C') \mid (\sigma, C) \xrightarrow{*} (\sigma', C')\}.$$

Normalisation is required by the proof system to infer equality of choreographies up to structural equivalence (Specially for the $[\cdot]$ $[\cdot]$ operator).

We define $\text{Norm}(C)$ to be a normalization function from recursion-free choreogra-

---

$^3$As described in [Carbone et al. 2010], removing recursion yields a decidability result in $\mathcal{GC}$.
phies into multisets of choreographies:

\[
\text{Norm}(A \rightarrow B : k \langle e, y \rangle, \mathcal{C}) \overset{\text{def}}{=} [A \rightarrow B : k \langle e, y \rangle, \mathcal{C}]
\]

\[
\text{Norm}(A \rightarrow B k[I : \mathcal{C}_{i \in I}] \overset{\text{def}}{=} [A \rightarrow B k[I : \mathcal{C}_{i \in I}]
\]

\[
\text{Norm}(A \rightarrow B \alpha(k), \mathcal{C}) \overset{\text{def}}{=} [A \rightarrow B \alpha(k), \mathcal{C}]
\]

\[
\text{Norm}(\text{if } e @ A \text{ then } \mathcal{C}_1 \text{ else } \mathcal{C}_2) \overset{\text{def}}{=} [\text{if } e @ A \text{ then } \mathcal{C}_1 \text{ else } \mathcal{C}_2]
\]

\[
\text{Norm}(\bot) \overset{\text{def}}{=} [\bot]
\]

\[
\text{Norm}(\mathcal{C}_1 \mid \mathcal{C}_2) \overset{\text{def}}{=} [P_1, \ldots, P_n, Q_1, \ldots, Q_m] \quad \text{if} \quad \text{Norm}(\mathcal{C}_1) = [P_1, \ldots, P_n] \quad \text{and} \quad \text{Norm}(\mathcal{C}_2) = [Q_1, \ldots, Q_m]
\]

Lemma 5.5.2 (Normalisation preserves structural equivalence). Let \( \mathcal{C} \) be a recursion-free choreography and \( \text{Norm}(\mathcal{C}) = [P_1, \ldots, P_n] \), then \( \mathcal{C} \equiv \prod_{i=1}^{n} P_i \).

Proof. By induction on the structure of the choreography \( \mathcal{C} \).

Case \( \mathcal{C} = \bot \): We have \( \text{Norm}(\bot) = [\bot] \) and \( \prod_{i=1}^{0} P_i = \mathbf{0} \equiv 0 \).

Case \( \mathcal{C} = \mathcal{C}_1 \mid \mathcal{C}_2 \): We have that \( \text{Norm}(\mathcal{C}_1) = [P_1, \ldots, P_n] \), \( \text{Norm}(\mathcal{C}_2) = [Q_1, \ldots, Q_m] \), and \( \prod_{i=1}^{n} P_i \equiv \mathcal{C}_1 \), \( \prod_{j=1}^{m} Q_j \equiv \mathcal{C}_2 \) by induction hypothesis. Then, we can derive that \( \prod_{i=1}^{n} P_i \mid \prod_{j=1}^{m} Q_j \equiv \mathcal{C}_1 \mid \mathcal{C}_2 \).

All the other cases: Trivially we have that \( \text{Norm}(\mathcal{C}) = [P_1] \), where \( P_1 = \mathcal{C} \), then \( \prod_{i=1}^{1} P_i \equiv \mathcal{C} \).

\[
\text{Definition 5.5.3 (Entailment). We say that a choreography } \mathcal{C} \text{ entails a formula } \phi \text{ under a state } \sigma, \text{ written } \mathcal{C} \vdash_{\sigma} \phi, \text{ if the assertion } \sigma \vdash_{\sigma} \phi \text{ has a proof in the proof system given in Table 5.1.}
\]

Let us now describe some of the inference rules of the proof system. The rule \( P_{\text{end}} \) relates the inaction terms with the termination formula. The rules \( P_{\text{and}} \) and \( P_{\text{neg}} \) denote rules for conjunction and negation in classical logic, respectively. The rule for parallel composition is represented in \( P_{\text{par}} \); it does not indicate the behaviour of a given choreography, but hints information about the structure of the process: \( P_{\text{par}} \) juxtaposes the behaviour of two processes and combines their respective formulae by the use of a separation operator. The next rule, \( P_{\text{action}} \) requires that the process \( P \) in the configuration \( \sigma \) can perform an action labelled \( \ell \), so we must search for a continuations of \( (\sigma, \mathcal{C}) \) after an action \( \ell \) and find a configuration which satisfies the rest of the formula, i.e., \( \phi \). Analogously, \( P_{\text{may}} \) looks for a continuation in the reachable configuration of \( (\sigma, \mathcal{C}) \) in order to satisfy \( \phi \). The rule \( P_{\exists} \) says that in order to satisfy an \( \exists t. \phi \), it is sufficient to find a value \( w \) for \( t \) in the free names used by the choreography \( \mathcal{C} \) or in the free names used by the formula \( \phi \). Finally, the rule \( P_{\text{exp}} \) denotes evaluation of expressions.

We now proceed to prove the soundness of the proof system with respect to the semantics of assertions presented before.
5.5. Proof System for $\mathcal{GC}$

\[
\begin{array}{cccccc}
\text{Norm}(C) = [ ] \\
C \vdash_\sigma \phi & P_{end} & C \vdash_\sigma \phi \land X & P_{and} & C \vdash_\sigma \phi & P_{neg} \\
\exists (\sigma', C') \in \text{Reachable}(\sigma, C). C' \vdash_{\sigma'} \phi & P_{may} \\
\end{array}
\]

\[
\begin{array}{c}
\text{Norm}(C) = [P_1, \ldots, P_n] \\
\exists I, J: I \cup J = \{1, \ldots, n\} \land I \cap J = \emptyset \land \prod_{i \in I} P_i \vdash_\sigma \phi_1 \land \prod_{j \in J} P_j \vdash_\sigma \phi_2 \\
\end{array}
\]

\[
\begin{array}{c}
\exists w \in \text{fn}(C) \cup \text{fn}(\phi), C \vdash_\sigma \phi(w[t]) \quad P_{\exists} \\
\end{array}
\]

\[
\begin{array}{c}
\exists (\sigma', C') \in \text{Next}(\sigma, C, \ell). C' \vdash_{\sigma'} \phi \quad P_{\text{action}} \\
\end{array}
\]

\[
\begin{array}{c}
\exists (\sigma', C') \in \text{Reachable}(\sigma, C). C' \vdash_{\sigma'} \phi \\
\end{array}
\]

Table 5.1: Proof system for the Global Calculus.

Lemma 5.5.4 (Structural congruence preserves satisfiability). If $C \equiv C'$ and $C \models_\sigma \phi$, then $C' \models_\sigma \phi$.

Proof. It follows from simple case analysis over $\equiv$. We have the following cases:

**Case $P' \equiv P \mid 0$:** We have that $P \models_\sigma \phi$ and $P \equiv P \mid 0$. By the definition of $\models$, $P' \models_\sigma \phi \mid \psi$ if $P' \equiv P \mid Q$. $P \models_\sigma \phi$ and $Q \models_\sigma \psi$. Substituting $Q$ with $0$, we have that $P' \models_\sigma \phi \mid tt$, which implies $P' \models_\sigma \phi$.

**Cases $P \mid Q \equiv Q \mid P, P \mid (Q \mid R) \equiv (P \mid Q) \mid R$ and $P \equiv_\sigma P'$:** They are trivial as $|$ is commutative and associative in $\mathcal{GC}$ and variable substitution do not affect provability.

\[\square\]

Theorem 5.5.5 (Soundness). For any configuration $(\sigma, C)$, where $C$ is recursion-free, and every formula $\phi$, if $C \vdash_\sigma \phi$ then $C \models_\sigma \phi$.

Proof. It follows by induction on the derivation of $\vdash_\sigma$.

**Case $P_{end}$:** Straight consequence of Lemmas 5.5.2 and 5.5.4, indeed $C \equiv 0$ and $C \models_\sigma$ end.

**Case $P_{and}$:** By induction hypothesis and conjunction.

**Case $P_{neg}$:** We have that $C \vdash_\sigma \neg \phi$, so by $P_{neg}$ we get $C \not\vdash_\sigma \phi$. By induction hypothesis we have that $C \not\models_\sigma \phi$, which is the necessary condition to deduce $C \models_\sigma \neg \phi$. 

\[\square\]
Case $P_{\text{par}}$: We have that $C \vdash_\sigma \phi_1 \parallel \phi_2$, then $\text{Norm}(C) = \{P_1, \ldots, P_n\}$, and there exist $I, J$ such that $I \cup J = \{1, \ldots, n\}$, $I \cap J = \emptyset$, $\prod_{i \in I} P_i \vdash_\sigma \phi_1$, and $\prod_{j \in J} P_j \vdash_\sigma \phi_2$.

By induction hypothesis we know that $\prod_{i \in I} P_i \vdash_\sigma \phi_1$ and $\prod_{j \in J} P_j \vdash_\sigma \phi_2$, then by Lemma 5.5.2 we have $C \equiv \prod_{i \in I} P_i \parallel \prod_{j \in J} P_j$ hence it is immediate to prove that $C \models_\sigma \phi_1 \parallel \phi_2$.

Case $P_{\text{action}}$: We have that $C \vdash_\sigma \langle \ell \rangle \phi$ and by $P_{\text{action}}$ then $C' \vdash_{\sigma'} \phi$ and $(\sigma', C') \in \text{Next}(\sigma, C, \ell)$. From the induction hypothesis we have that $C' \models_{\sigma'} \phi$, then we have to show that $C \models_\sigma \langle \ell \rangle \phi$. From the assertion semantics we know that $C \models_\sigma \langle \ell \rangle \phi$ iff $(\sigma, C') \xrightarrow{\ell} (\sigma', C')$ and $C' \models_{\sigma'} \phi$, which holds immediately by the selection of $(\sigma', C') \in \text{Next}(\sigma, C, \ell)$ and the induction hypothesis.

Case $P_{\text{may}}$: We have that $C \vdash_\sigma \Diamond \phi$ and by $P_{\text{may}}$ then $C' \vdash_{\sigma'} \phi$ and $(\sigma', C') \in \text{Reachable}(\sigma, C)$. From the induction hypothesis we have that $C' \models_{\sigma'} \phi$, then we have to show that $C \models_\sigma \Diamond \phi$. From the assertion semantics we know that $C \models_\sigma \Diamond \phi$ iff $(\sigma, C') \xrightarrow{*} (\sigma', C')$ and $C' \models_{\sigma'} \phi$, which holds immediately by the selection of $(\sigma', C') \in \text{Reachable}(\sigma, C)$ and the induction hypothesis.

Case $P_\exists$: We have that $C \vdash_\sigma \exists t. \phi$ and by $P_\exists$ we have that $\exists v \in \text{fn}(C) \cup \text{fn}(\phi)$ and $C \vdash_\sigma \phi[v/t]$. By induction hypothesis we know that $C \models_\sigma \phi[v/t]$ with appropriate $v \in \text{fn}(C) \cup \text{fn}(\phi)$, then $C \models_\sigma \exists t. \phi$ follows from the definition of the assertion semantics.

Case $P_{\text{exp}}$: It holds trivially by checking if $\sigma(e_1@A) \Downarrow v$ and $\sigma(e_2@B) \Downarrow v$.

The proof of completeness relies on a renaming lemma, that states that logical properties are preserved over name permutations. These kind of lemmas are standard among logical frameworks for process calculi (e.g. [Cardelli & Gordon 2000, Miculan & Bacci 2006]) and the general proof technique proceeds by induction on the syntax of formulae.

Lemma 5.5.6 (Renaming preserves satisfiability). For every configuration $(\sigma, C)$, where $C$ is recursion-free, and every formula $\exists t. \phi$, if $\{n_1, \ldots, n_k\} = \text{fn}(C) \cup \text{fn}(\phi)$, then $C \models_\sigma \exists t. \phi$ iff $\exists m \in \{n_1, \ldots, n_k\}$ such that $C \models_\sigma \phi[m/t]$.

Proof. (Sketch) By induction on the structure of $\phi$. It is similar to the proof of [Cardelli & Gordon 2000, Lemma 5.3(3)].

Theorem 5.5.7 (Completeness). For any configuration $(\sigma, C)$, where $C$ is recursion-free, and every formula $\phi$, if $C \models_\sigma \phi$ then $C \vdash_\sigma \phi$.

Proof. By rule induction on the derivation of $\models_\sigma$.

Case $C \models_\sigma \text{end}$: We have that $C \equiv \emptyset$ and hence $\text{Norm}(C) = \emptyset$ by Lemma 5.5.2. Now, the thesis follows immediately from the application of $P_{\text{end}}$. 

Case $C \models_{o} (e_{1}@A = e_{2}@B)$: It follows immediately by the application of $P_{\text{exp}}$.

Case $C \models_{o} (\ell)\phi'$: Take $(\sigma, C) \xrightarrow{\ell} (\sigma', C')$ and $C' \models_{o} \phi'$, we have by induction hypothesis that $C' \vdash_{a} \phi'$. Now, we have to show that $C \vdash_{a} (\ell)\phi'$. By the fact that $(\sigma, C) \xrightarrow{\ell} (\sigma', C')$, we have that $(\sigma', C') \in \text{Next}(\sigma, C, \ell)$, hence, we can apply rule $P_{\text{action}}$ and we are done.

Case $C \models_{o} \phi \wedge \chi$: We have that $C \models_{o} \phi$ and $C \models_{o} \chi$. From the induction hypothesis we have that $C \vdash_{a} \phi$ and $C \vdash_{a} \chi$. The application of $P_{\text{and}}$ lead to $C \vdash_{a} \phi \wedge \chi$ as desired.

Case $C \models_{o} \neg \phi$: From the definition of the assertion semantics we have that $C \models_{o} \neg \phi$ iff $C \not\models_{a} \phi$. We have to show that $C \vdash_{a} \neg \phi$. We proceed by contradiction. Take a $(\phi, C)$ such that $C \vdash_{a} \phi$, then from Theorem 5.5.2 we have that $C \models_{a} \phi$, which is a contradiction to $C \models_{o} \neg \phi$.

Case $C \models_{o} \exists t. \phi$: We have that $C \models_{o} \exists t. \phi$ and by the definition in the assertion semantics we have that $C \models_{o} \phi[w/t]$ for an appropriate $w$. By induction hypothesis we know that $C \vdash_{a} \phi[w/t]$. Lemma 5.5.6 guarantees that there exists $w \in \text{fn}(C) \cup \text{fn}(\phi)$ in order to derive $C \vdash_{a} \exists t. \phi$ from $P_{3}$.

Case $C \models_{o} \Diamond \phi$: Take $(\sigma, C) \xrightarrow{*} (\sigma', C')$ and $C' \models_{o} \phi'$, we have by induction hypothesis that $C' \vdash_{a} \phi'$. Now, we have to show that $C \vdash_{a} \Diamond \phi'$. By the fact that $(\sigma, C) \xrightarrow{*} (\sigma', C')$, we have that $(\sigma', C') \in \text{Reachable}(\sigma, C)$, hence, we can apply rule $P_{\text{may}}$ and we are done.

Case $C \models_{o} \phi \mid \chi$: We have that $C \equiv C_{1} \mid C_{2}$ and $C_{1} \models_{o} \phi \wedge C_{2} \models_{o} \chi$. From the induction hypothesis $C_{1} \vdash_{a} \phi$ and $C_{2} \vdash_{a} \chi$. Now by Lemma 5.5.2 we have that $C_{1} \equiv \bigcap_{i \in I} P_{i}$ and $C_{2} \equiv \bigcap_{j \in J} P_{j}$ for some $I, J$. So, we can derive $C \equiv \bigcap_{i \in I} P_{i} \mid \bigcap_{j \in J} P_{j}$ and hence $P_{\text{par}}$ leads to $C_{1} \mid C_{2} \vdash_{a} \phi \mid \chi$.

\[
\Box
\]

**Theorem 5.5.8 (Termination).** For any configuration $(\sigma, C)$, where $C$ is recursion-free, and every formula $\phi$, proof-checking algorithm terminates.

**Proof.** First, notice that all the functions $\text{Norm}$, $\text{Next}$, and $\text{Reachable}$ are total and computable. The proof is by induction over the structure of $\phi$.

**Case** $\phi = \text{end}$: $C \vdash_{a} \text{end}$ iff $\text{Norm}(C) = [\cdot]$.

**Case** $\phi = \phi_{1} \wedge \phi_{2}$: By conjunction and induction hypothesis on $C \vdash_{a} \phi_{1}$ and $C \vdash_{a} \phi_{2}$.

**Case** $\phi = \neg \phi'$: $C \vdash_{a} \phi$ iff $C \vdash_{a} \phi'$ does not hold. But by induction hypothesis we can construct a terminating proof or refutation for $C \vdash_{a} \phi'$. Hence the proof for $C \vdash_{a} \phi$ terminates as well.
Case \( \phi = \phi_1 \mid \phi_2 \): Suppose \( \text{Norm}(\mathcal{C}) = \{P_1, \ldots, P_n\} \). Notice that there exists a finite number of possible partitioning of \( \{1, \ldots, n\} \) in \( I, J \). Hence, for every \( I, J \) we can compute \( \prod_{i \in I} P_i \vdash_{\sigma} \phi_1 \) and \( \prod_{j \in J} P_j \vdash_{\sigma} \phi_2 \), which both terminate by induction hypothesis. By applying Lemma 5.5.2 we prove the thesis.

Case \( \phi = \langle \ell \rangle \phi' \): First, notice that the set \( \text{Next}(\sigma, \mathcal{C}, \ell) \) is finite, because the choreographies are finite, i.e., there are a finite number of actionable transition in a given configuration. For each configuration \( (\sigma', \mathcal{C}') \in \text{Next}(\sigma, \mathcal{C}, \ell) \), \( \mathcal{C}' \vdash_{\sigma'} \phi' \) terminates by induction hypothesis.

Case \( \phi = \Diamond \phi' \): As before, notice that the set \( \text{Reachable}(\sigma, \mathcal{C}) \) is finite, because the choreographies are finite, i.e., the choreographies are recursion free. For each configuration \( (\sigma', \mathcal{C}') \in \text{Reachable}(\sigma, \mathcal{C}) \), \( \mathcal{C}' \vdash_{\sigma'} \phi' \) terminates by induction hypothesis.

Case \( \phi = \exists t. \phi' \): To prove existence is sufficient to check every derivation by substituting \( t \) with a name \( w \in \text{fn}(\mathcal{C}) \cup \text{fn}(\phi) \). Notice that \( \text{fn}(\mathcal{C}) \cup \text{fn}(\phi) \) is finite, because both \( \mathcal{C} \) and \( \phi \) are so. So, for every \( w \), we can construct a terminating derivation for \( \mathcal{C} \vdash_{\sigma} \phi'[w/t] \) by induction hypothesis.

Case \( \phi = (e_1 \oplus A = e_2 \oplus B) : \mathcal{C} \vdash_{\sigma} (e_1 \oplus A = e_2 \oplus B) \) iff \( e_1 \oplus A \Downarrow \nu \) and \( e_2 \oplus B \Downarrow \nu \).

\( \square \)

5.6 End-Point Calculus

5.6.1 Syntax

The end-point calculus (EPC) [Carbone et al. 2007] is the \( \pi \)-calculus [Milner 1999] extended with sessions [Honda et al. 1998] as well as locations [Hennessy 2007] and store [Carbone et al. 2004]. Below, \( P, Q, \ldots \) denote processes, \( M, N, \ldots \) denote networks.

\[
P ::= \begin{array}{ll}
!a(\mathbf{k}), P & \text{(initin)} \\
\kappa!\ell, P & \text{(send)} \\
\kappa < \ell, P & \text{(label selection)} \\
P_1 \oplus P_2 & \text{(plus)} \\
\mu X. P & \text{(rec)} \\
\text{if } e \text{ then } P_1 \text{ else } P_2 & \text{(cond)}
\end{array}
\]

\[
\uparrow P_1 \downarrow P_2 & \text{(plus)} \\
\text{par} & \text{(cond)}
\]

\[
N ::= A[P]_\sigma & \text{(participant)} \\
N_1 | N_2 & \text{(parnet)} \\
\varepsilon & \text{(inactnet)}
\]

(initin) and (initout) are dual operations for describing session initiation: \( !a(\mathbf{k}), P \) denotes a process offering a replicated (available in many copies) service \( a \) with session channels \( \mathbf{k} \) while \( \uparrow a(\mathbf{k}), P \) denotes a process requesting a service \( a \) with session
channels \( \hat{k} \). In both cases, \( P \) is the continuation. The next two processes denote
standard in-session communications (where \( y_i \) in the first construct, the branching
input, is not bound in \( P_o \), and \( \{ l_i \} \) should be pairwise distinct). The term (plus)
de-notes internal choice. The rest is standard. Networks are parallel composition of
participants, where a participant has the shape \( A[P]_\sigma \), with \( A \) being the name of the
participant, \( P \) its behaviour, and \( \sigma \) its local state, now interpreted as a local function
from variables to values. We often omit \( \sigma \) when irrelevant. The free session channels,
free term variables and service channels are defined as usual over processes and
networks and, similarly to the global calculus, are denoted by \( fsc(P|N), fv(P|N) \)
and \( channels(P|N) \) respectively. The syntax here presented differs from its original
presentation in the absence of the local assignments and restriction of networks and
processes.

### 5.6.2 Semantics

Similarly to the Global Calculus, the EPC is equipped with a structural congruence
relation. \( \equiv \) in EPC is the least congruence on processes and networks such that
\( (\equiv, 0, \uplus), (\equiv, 0, |) \) and \( (\equiv, \varepsilon, |) \) are commutative monoids and such that
\( A[P]_\sigma \equiv A[Q]_\sigma \) (for \( P \equiv Q \)), and \( A[0]_\sigma \equiv \varepsilon \).

We give an operational semantics in terms of configurations \( N \xrightarrow{m} N' \), where \( N \)
and \( N' \) are networks and \( m \) belongs to the sets of labels \( \{ \tau, s \uparrow k, s \downarrow k, k!(), k?(x), k\ll l, k \ll l \} \). Its labelled transition semantics follows the \( \pi \)-calculus and is defined by
the rules given in Figure 5.7. Note that symmetric rules are omitted.

Rules in the transition semantics for EPC treat processes and networks differently.
\( (E-S.Init.0) \) and \( (E-S.Init.1) \) describe session initiation from the point of view
of the requester and provider, respectively. Here, \( !a(\hat{k}).P \) denotes a replicated
service. Message passing communication over sessions are described by \( (E-M.Out) \)
and \( (E-M.In) \), where \( e \downarrow v \) describes the evaluation of expression and \( P[v/x] \) the
substitution of variables \( v \) by \( x \) in \( P \). Label selection/branching is given by \( (E-L.Sel) \)
and \( (E-L.Branch) \). \( (E-Par.P) \) and \( (E-Sum) \) are standard rules representing parallel
composition and internal choice. Rules \( (E-Part.Ln) \) modifies transition labels to travel
out from processes to networks without modifying the store. \( (E-Part.In) \) modifies the

\[ \begin{align*}
E-S.Init.0 & \quad E-S.Init.1 & \quad E-M.Out & \quad E-M.In \\
\pi(\hat{k}), P & \quad !a(\hat{k}), P & \quad e \downarrow v & \quad k?(x), P \\
E-L.Sel & \quad E-L.Branch & \quad E-Sum & \quad E-Par.P \\
k \ll 1, P & \quad 1 \leq j \leq i & \quad P_1 \oplus P_2 & \quad P \mid Q \\
\xrightarrow{a(\hat{k})} P & \quad \xrightarrow{a(\hat{k})} P \mid !a(\hat{k}), P & \quad P \rightarrow P' \\
\quad & \quad & \quad & \quad \\
\end{align*} \]

Figure 5.6: End Point Calculus: LTS semantics for Processes
E – Part
\[ P \xrightarrow{m} P' \quad m \neq k?\{x\} \]
\[
A[P]_\sigma \xrightarrow{m} A[P']_\sigma
\]
E – Par N
\[ M \xrightarrow{m} M' \]
\[
M | N \xrightarrow{m} M' | N
\]
E – Init
\[ P \xrightarrow{k?\{x\}} P' \]
\[
A[P]_\sigma \xrightarrow{k?\{v\}} A[P']_{\sigma_{\{v\to v\}}}
\]

Figure 5.7: End Point Calculus: LTS semantics for Networks

store of a participant after having exhibited an input behaviour. (E-Com) describes synchronisation of transition labels, used for message passing and label selection between networks. (E-Init) represents session initiation between different networks, here \( w \) acts as a “fresh” variable, used to represent the creation of a new session between \( N \) and \( M \). Finally, (E-ParN) describes the parallel composition between networks.

**Lemma 5.6.1.** If \( N \equiv M \) and \( N \xrightarrow{m} N' \) then \( M \xrightarrow{m} N' \).

**Proof.** Follows by trivial case analysis over \( \equiv \).


**Proposition 5.6.2 (Reduction and LTS semantics coincide in EPC).** Given \( N, N' \) networks, \( \rightarrow \) the reduction relation between networks in [Carbone et al. 2007] (given for readability in Appendix 5.C) and \( \xrightarrow{m} \) the transition relation between processes given in Figure 5.7. We can say that:

- **Soundness** : If \( N \rightarrow N' \), then \( \exists m \) s.t. \( N \xrightarrow{m} N' \).
- **Completeness** : If \( N \xrightarrow{r} N' \) then \( N \rightarrow N' \).

**Proof.** On Soundness: The proof proceeds by induction on the length of the reductions in \( \rightarrow \).

Case (E-RInit): We have that \( N = A[1 \sigma(k) \cdot P | P']_{\sigma} \mid B[\pi(k)] \cdot Q \mid Q']_{\sigma'} \).

and we have that for \( k_i \in k, k_i \in fsc(P') \cup fsc(Q') \) and \( h \) is fresh, and

\[ N \rightarrow \{A[1 \sigma(k) \cdot P | P']_{\sigma} \mid B[\pi(k)] \cdot Q \mid Q']_{\sigma'}\}\]

From the application of (E-PAR), (E-PARP) and (E-SInit) in \( N \), we have that

\[ N_1 = A[1 \sigma(k) \cdot P | P']_{\sigma} \xrightarrow{\sigma[k]} A[1 \sigma(k) \cdot P | P']_{\sigma} \]
Similarly, from the application of (E-PART), (E-PAR.P) and (E-S.INI.O) we get
\( N_2 = B[\pi(\tilde{k})]. Q \mid Q' \mid_{\vdash} \sigma \) \( \overset{\alpha_{i[\tilde{k}]}}{\longrightarrow} B[Q] \mid Q' \mid_{\vdash} \sigma \).

Finally, after application of (E-INIT) we have that
\[ N_1 \mid N_2 \overset{\tau}{\longrightarrow} (A \vdash \pi(\tilde{k})). P \mid P \mid P' \mid_{\vdash} \sigma \mid B[Q] \mid Q' \mid_{\vdash} \sigma \tilde{h}/\tilde{k}, \]

which is what we had to show.

Case (E-RCom): We have that \( N = A[k(?)(x). \mid P' \mid_{\vdash} \sigma \mid B[\pi(\tilde{k})]. Q \mid Q' \mid_{\vdash} \sigma \).
given \( \sigma \vdash e \Downarrow \nu \) then \( N \rightarrow A[P \mid P' \mid_{|\nu \rightarrow \nu \vdash}] \mid B[Q] \mid Q' \mid_{\vdash} \sigma \).

After the application of (E-PART), (E-PAR.P) and (E-M.OUT) over \( N_2 = B[\pi(\tilde{k})]. Q \mid Q' \mid_{\vdash} \sigma \) \( \overset{k\nu(\nu)}{\longrightarrow} B[Q] \mid Q' \mid_{\vdash} \sigma \).

Similarly, the application of (E-PART.IN), (E-PAR.P) and (E-M.IN) to \( N_1 = A[k(?)(x). P \mid P' \mid_{\vdash} \sigma \)
leads to \( N_1 \rightarrow A[P \mid P' \mid_{|\nu \rightarrow \nu \vdash}] \).

Finally, the application of (E-Com) over \( N_1 \mid N_2 \) leads to \( N_1 \mid N_2 \overset{\tau}{\longrightarrow} A[P \mid P' \mid_{|\nu \rightarrow \nu \vdash}] \mid B[Q] \mid Q' \mid_{\vdash} \sigma \), which is what we had to show.

Case (E-RSel): We have that \( N = A[k \triangleright \{\sum_i l_i. P_i \} \mid P' \mid_{\vdash} \sigma \mid B[\triangleleft k \triangleleft l_i. Q \mid Q' \mid_{\vdash} \sigma \]
and, provided \( j \in l \), then \( N \rightarrow A[P_j \mid P' \mid_{\vdash} \sigma \mid B[Q] \mid Q' \mid_{\vdash} \sigma \].

After the application of (E-PART), (E-PAR.P) and (E-L.BRANCH) over \( N_1 = A[k \triangleright \{\sum_i l_i. P_i \} \mid P' \mid_{\vdash} \sigma \)
we get that \( N_1 \rightarrow A[P_j \mid P' \mid_{\vdash} \sigma \].

Similarly, after the application of (E-PART), (E-PAR.P) and (E-L.BRANCH)
over \( N_2 = B[\triangleleft k \triangleleft l_i. Q \mid Q' \mid_{\vdash} \sigma \)
we get that \( N_2 \rightarrow B[Q] \mid Q' \mid_{\vdash} \sigma \].

Finally, after the application of (E-Com) over \( N_1 \mid N_2 \) we get: \( N_1 \mid N_2 \overset{\tau}{\longrightarrow} A(P_j \mid P' \mid_{\vdash} \sigma \mid B[Q] \mid Q' \mid_{\vdash} \sigma \), and we are done.

Cases (E-RfT) and (E-RfF): It must be the case that \( N = A[if e then P_1 else P_2 \mid P' \mid_{\vdash} \sigma \]
and assume \( \sigma \vdash e \Downarrow \tt \) and \( \nA[P_1 \mid \sigma] \rightarrow A[P_1 \mid \sigma] \), then \( N \rightarrow A[P_1 \mid P' \mid_{\vdash} \sigma \). One can easily show that
\( A[if e then P_1 else P_2 \mid P' \mid_{\vdash} \sigma \overset{m}{\longrightarrow} A[P_2 \mid P' \mid_{\vdash} \sigma} \) after
the application of rules (E-PAR.P) and (E-IfT) and the induction hypothesis
\( A[P_1 \mid \sigma \overset{m}{\longrightarrow} A[P_1 \mid \sigma} \) (the converse case is symmetrical).

Case (E-RPAR), (E-RSUM) and (E-RRec): They follow trivially after simple rule induction.

Case (E-RSTRUCT): Given \( N'' \rightarrow N'' \) then we can assume that \( N \equiv N'' \) and \( N \rightarrow N' \wedge N' \equiv N'' \). We need to show that \( N'' \overset{m}{\longrightarrow} N''. \) From Lemma
5.6.1 and the inductive hypothesis \( N \equiv N'' \wedge N \rightarrow N' \wedge N' \equiv N'' \) then \( N'' \overset{m}{\longrightarrow} N'' \).

On Completeness: The proof proceeds by induction on the length of the derivations in \( \overset{\tau}{\longrightarrow} \).
Case (E-Com): We have that $M \xrightarrow{m} M'$ and $N \xrightarrow{m} N'$ where $m$ is not part of the initialization labels $\{\alpha \uparrow k, \alpha \downarrow k\}$, then $N \vdash M \rightarrow N' \mid M'$. We have to show that $N \vdash M \rightarrow N' \mid M'$. We proceed by case analysis on $m$:

- **($m = k!\langle \nu \rangle$ and $\overline{m} = k?\langle \nu \rangle$)**: Assume $N = A[\overline{E}\{e\}, P'\mid_\sigma]$ and $M = B[k?\langle x \rangle, Q'\mid_\sigma]$ and $\sigma \vdash e \downarrow \nu$. On the one hand, after application of (E-MOut), (E-MIn), (E-Part.In), (E-Part) and (E-Com) in the LTS, we have that $M \mid N \xrightarrow{\tau} A[P'\mid_\sigma] \mid B[Q'\mid_\sigma\{x \leftarrow \nu\}]$. On the other hand, after the application of (E-RCom) to $M \mid N$ we get that $M \mid N \rightarrow A[P'\mid_\sigma] \mid B[Q'\mid_\sigma]$ so we are done.

- **($m = k < l$ and $\overline{m} = k > l$)**: Assume w.l.o.g. $N = A[k < l, \ldots P'\mid_\sigma]$ and $M = B[k > \{\sum_i l, Q_i\}\mid_\sigma]$. From the application of (E-LSel), (E-LBranch), (E-Part) and (E-Com) in the LTS semantics, we get that $N \vdash M \rightarrow A[P'\mid_\sigma] \mid B[Q\mid_\sigma]$. Similarly, from the application of (E-RSel) in the reduction semantics we get that $N \vdash M \rightarrow A[P'\mid_\sigma] \mid B[Q\mid_\sigma]$ so we are done.

Case (E-Init): We have that $M \xrightarrow{a!k} M'$ and $N \xrightarrow{\alpha k} N'$. Then applying (E-Init) in the LTS semantics we get $N \vdash M \rightarrow (N' \mid M'\{\tilde{h}!k\})$. We have to show that $N \vdash M \rightarrow (N' \mid M'\{\tilde{h}!k\})$.

Assume w.l.o.g. $M = A[\alpha\tilde{h}.\tilde{k}. P\mid_\sigma]$ and $N = B[\sigma\tilde{h}.\tilde{k}\mid_\sigma]$. After the application of (E-SInit.O), (E-Part), (E-SInit.I) and (E-Init) in the LTS, we have that $M \vdash N \xrightarrow{\tau} (A[\alpha\tilde{h}.\tilde{k}. P\mid_\sigma] \mid B[Q\mid_\sigma\{\tilde{k}!\tilde{h}\}]$. Similarly, after applying (E-RInit) to $M \mid N$ we get that $M \mid N \rightarrow (A[\alpha\tilde{h}.\tilde{k}. P\mid_\sigma] \mid B[Q\mid_\sigma\{\tilde{k}!\tilde{h}\}]$, which is what we had to show.

Case (E-Sum): It follows immediately after the application of (E-RSum).

\[\blacksquare\]

### 5.6.3 Session Types for the End-Point Calculus

Session types for the EPC builds from the syntax of session types in equation 5.12. Basically, the type discipline of the EPC stems from the Global Calculus, but assigns session types to every single participant instead of the whole choreography. In this way, the session typing in the EPC describes the end-point behaviour. An end-point typing judgment contains judgements for processes in the form $\Gamma \vdash P : \Delta$ (where $P$ is typed as a behaviour for $A$) and judgements for networks $\Gamma \vdash N : \Delta$. In both, mappings $\Gamma$ and $\Delta$ are service and session typings respectively. Here, $\Gamma$ and $\Delta$ are defined as:

\[\begin{align*}
\Gamma & ::= \emptyset \mid \Gamma, \alpha@A:(\tilde{k})\alpha \mid \Gamma, \overline{\alpha}@A:(\tilde{k})\alpha \mid \Gamma, x@A:\theta \mid \Gamma, X:\Delta \\
\Delta & ::= \emptyset \mid \Delta, \tilde{k}@A:\alpha \mid \Delta, \tilde{k}:\bot
\end{align*}\]
Above, $\sigma@A: (\hat{k})\alpha$ indicates the service located at $A$ which is invoked with fresh session channels $\hat{k}$ and offers service of the shape $\alpha$, while $\overline{\sigma}@A: (\hat{k})\alpha$ indicates the type abstraction for the dual invocation, i.e. a client of an $A$’s service which invokes with fresh channels $\hat{k}$ and engages in interactions abstracted as $\alpha$. Note $\@A$ indicates the location of a service in both forms. As before, $\hat{k}$ should be a vector of pairwise distinct session channels which should cover all session channels in $\alpha$, and $\alpha$ does not contain free type variables. ($\hat{k}$) binds occurrences of session channels in ($\hat{k}$) in $\alpha$, which induces the standard alpha-equality. A central concept in this type discipline is the notion of duality for session types, which is defined as:

\[
(\hat{k})\alpha@A = \overline{\sigma}(\hat{k})\overline{\sigma}@A \quad \overline{\sigma}(\hat{k})\sigma@A = (\hat{k})\alpha@A
\]

where the notion of duality $\alpha$ of $\alpha$ remains the same.

The typing rules are almost identical as the ones from the original presentation of the EPC [Carbone et al. 2007], where the only difference lies on the separation between input-output types and selection-branching types as originally presented in [Honda et al. 1998]. Here we only comment some examples on the typing rules, and the full type system can be found in Appendix 5.D. Similarly as with the type system for the Global Calculus, we will focus the examples in session initiation and communication. The two rules (E-TInit.In),(E-TInit.Out) describe session initiation primitives:

\[
E - TInit \quad \frac{\Gamma \vdash_A P \triangleright \hat{k}@A: \alpha \quad \sigma \notin \text{dom}(\Gamma) \quad \text{client}(\Gamma)}{\Gamma, !\sigma@A \vdash_A !\sigma(\hat{k}). \ P \triangleright \emptyset} \quad E - TInit Out \quad \frac{\Gamma, a: (\hat{k})\sigma@B \vdash_A P \triangleright \Delta \quad \hat{k}@A: \alpha}{\Gamma, a: (\hat{k})\sigma@B \vdash_A \overline{\sigma}(\hat{k}) \triangleright \Delta}
\]

In (E-TInit.In), the premise only allows for typings of session channels involved in the session initialisation of service $a$, that is, only the channels in $\hat{k}$. This linearity condition blocks free session channels from occurring during a replicated input. The condition $\sigma \notin \text{dom}(\Gamma)$ prevents from self-calls and ensures that the type assignment occurs at the side of the client. Requirements for the complementary typing rule (E-TInit.In) are analogous, although the linearity condition is removed. Communication rules are standard for session types, for instance, the rule (E.TOut) is used to type message outputs:

\[
E \text{- } TOut \quad \frac{k \in \hat{k} \quad \Gamma \vdash_A P \triangleright \Delta \cdot \hat{k}@A: \alpha \quad \Gamma \vdash e: \theta}{\Gamma \vdash_A k!(e), \ P \triangleright \Delta \cdot \hat{k}@A: k \uparrow \theta, \ alpha}
\]

Here, process $k!(e)$. $P$ types after evaluation that the typing of $e$ corresponds to a correct value type and that the continuation $P$ behaves as established by the session type in $\Delta$. $\hat{k}@A: \alpha$. Analogous requirements hold for typing the input process $k?(\chi), P$. 

5.6.4 End Point Projection

The relation between global and local views at the specification of communication protocols is given at the level of types. The central idea is that one can project the behaviour (type) of a global specification given in terms of choreography into a parallel composition of the behaviours of end-points. The mapping is far from trivial, and need to preserve causal relations between messages and threads, namely connectedness, well-threadedness and coherence. The next subsection presents a recap from the work at [Carbone et al. 2007]. We will use these definitions (specially Theorem 5.6.5 and Definition 5.6.6) in order to relate the work on end-point projections with their corresponding logical counterpart. In order to give the formal definition of end point projection, we first annotate global specifications with identifiers for threads.

An annotated interaction, is an annotation of a choreography with \( t \)'s denoting each thread in play. Annotated interactions are written \( A^1 \rightarrow B^2: k(e, y). A \), and they are given by the following grammar:

\[
A := A^1 \rightarrow B^2: a(k). A \quad | \quad A^1 | A_1 \cdot A_2 \\
| \quad A^1 \rightarrow B^2: k(e, y). A \quad | \quad \mu X^A. A \\
| \quad A^1 \rightarrow B^2: k[l_i : A_i]_{i \in I} \quad | \quad X^A_i \\
| \quad \text{if } e@A^t \text{ then } A_1 \text{ else } A_2 \quad | \quad 0
\]

where each \( t \) is a natural number. We call \( t, t', \cdots \) occurring in an annotated interaction, threads. Each \( A \) can be regarded as an abstract syntax built from a constructor in its root (either a prefix or a parallel product), if the tree is originated from a single thread, or a pair of threads if the interaction involves an interaction (session initiation, message communication or selection/branching). The following is the consistent annotation of \( (OB) \):

\[
\begin{align*}
\text{Cust}^1 \rightarrow \text{AC}^2: \text{ob}(k_1, k_2). \quad & \text{Cust}^1 \rightarrow \text{AC}^2: k_1(\text{booking}, x). \quad (OB_A) \\
\text{AC}^2 \rightarrow \text{Cust}^1: k_2(\text{offer}, y). \quad & \text{Cust}^1 \rightarrow \text{AC}^2: k_1(\text{accept}, z). \quad 0
\end{align*}
\]

Which, although simple, could be more complicated in the case there are more than one session initiation involved in the choreography. Take for instance the case where \( \text{Cust} \rightarrow \text{AC}: \text{ob}(k_1, k_2) \) is decomposed by the sequence of processes \( \text{Cust} \rightarrow \text{AC}: \text{ob}(k_1), \text{AC} \rightarrow \text{Cust}: \text{ob}(k_2) \). We can have different annotations for \( \text{Cust} \) and \( \text{AC} \). The sequence: \( \text{Cust}^1 \rightarrow \text{AC}^2: \text{ob}(k_1), \text{AC}^2 \rightarrow \text{Cust}^3: \text{ob}(k_2) \) generates a valid annotation as it places each session initiation between the customer and the AC in different threads, any other annotation would be invalid.

A choreography \( \mathcal{C} \) is connected, if the interactions within \( \mathcal{C} \) describe strongly connected sequences of interactions where active/passive participants (the ones originating/receivers of an interaction) Informally, for each participant \( A \) in the set of
participants of a choreography \( \mathcal{C} \), a communication activity originated by \( A \) should have been immediately by a communication activity where \( A \) had acted as a receiver, or been preceded by a self-contained action (evaluation of expressions, for instance).

**Consistent annotations** In order to provide meaningful projections between choreographies and its end-points, we need to define a notion of "consistent annotation"; that is, an annotation \( A \) such that it respects causality conditions, and can be realised by a projection. Such conditions are: 1) Causal Consistency: if a participant annotated with \( t \) is passive in an interaction (a receiver), then the subsequent interaction will be marked with \( t \) as well, or it will be a self-contained action, 2) Session Consistency: Two actions in \( \mathcal{A} \) identified by the same session name are annotated with the same thread, and 3) Distinctness Condition: The input of session initiation is always given a fresh thread.

The *Well-threadedness* condition ensures global specifications are free from unrealisable dependencies among actions. We say \( \mathcal{A} \) is well-threaded if it is connected and it has a consistent annotation.

**Mergeability** Annotations in a choreography allow for the extraction of threads directly from the global behaviour. As threads are sequences of actions to be executed at each end-point, we need to ensure that threads generated from choreographical annotations are meaningful, in the sense that they project only to the required end-points, and threads describing the behaviour of the same end point are encapsulated (merged) on a single service description. Mergeability, denoted by \( \bowtie \), is the smallest equivalence over typed terms up to \( \equiv \), closed under all typed contexts and

\[
\forall i \in (I \cap H). (P_i \bowtie Q_i) \quad \forall j \in J \setminus H. \forall h \in H \setminus I. l_i \neq l_j
\]

\[
k \triangleright \{ \Sigma_{i \in I \cap H}. P_i \} \bowtie k \triangleright \{ \Sigma_{h \in H \setminus I}. P_h \}
\]

When \( P \bowtie Q \), we say that \( P \) and \( Q \) are mergeable.

Above, a context is any end-point calculus process with some holes. \((M\text{-}Sel)\) is for branching and says that we can allow differences in branches which do not overlap, but we do demand each pair of behaviours with the same operation to be identical.

The operation \( P \sqcup Q \) allows for merging typed processes as long as they are mergeable according to the rules above. \( P \sqcup Q \) is a partial commutative binary operator on typed processes which is well-defined iff \( P \bowtie Q \). We see an example of the merging rules, and the full set can be consulted in Appendix 5.E. The merging of two branching processes \( k \triangleright \{ \Sigma_{i \in I \cap H}. P_i \} \) and \( k \triangleright \{ \Sigma_{i \in I \cap H}. Q_i \} \) is given as:

\[
k \triangleright \{ \Sigma_{i \in I \cap H}. P_i \} \sqcup k \triangleright \{ \Sigma_{i \in I \cap H}. Q_i \} \overset{\text{def}}{=} k \triangleright \left\{ \Sigma_{i \in I \cap H}. P_i \sqcup Q_i \right\}
\]

That is, the resulting merge groups in a single session branching all the options coming from multiple branches that have the same session key.
Given a consistent annotation, we can project each of its threads onto an end-point process. The thread projection TP(\(A, t\)) is a partial operation that uses the merge operator, some of the rules are given below (the full set are included in Appendix 5.F):

\[
TP(A^1 \rightarrow B^2, k. A, t) \overset{\text{def}}{=} \begin{cases} \\
B(k). TP(A, t_1) & \text{if } t = t_1 \\
l b(k). TP(A, t_2) & \text{if } t = t_2 \\
TP(A, t) & \text{otherwise}
\end{cases}
\]

\[
TP(A^i \rightarrow B^j, k[i : A_i]_{i \in I}, t) \overset{\text{def}}{=} \begin{cases} \\
k < l_i. TP(A_i, t) & \text{if } t = t_1 \\
k \succ \{ \sum l_i \}. TP(A_i, t) & \text{if } t = t_2 \\
TP(A, t) & \text{otherwise}
\end{cases}
\]

\[
TP(\text{if } e@A' \text{ then } A_1 \text{ else } A_2, t) \overset{\text{def}}{=} \begin{cases} \\
\text{if } e \text{ then } TP(A_1, t') \text{ else } TP(A_2, t') & \text{if } t = t' \\
TP(A_1, t) \sqcup TP(A_2, t) & \text{otherwise}
\end{cases}
\]

**Definition 5.6.3 (Coherent Interactions).** Given a well-threaded, consistently annotated interaction \(A\), we say that \(A\) is coherent if the following two conditions hold:

1. For each thread \(t\) in \(A\), \(TP(A, t)\) is well-defined.
2. For each pair of threads \(t_1, t_2\) in \(A\) with \(t_1 \equiv A t_2\), we have \(TP(A, t_1) \bowtie TP(A, t_2)\).

Below, \(\text{part}(C)\) denotes the set of participants names occurring in \(C\). Recall also being coherent entails being well-typed, connected and well-threaded.

**Definition 5.6.4 (End-Point Projection).** Let \(C\) be a coherent interaction, and \(A\) be a consistent annotation of \(C\). Then the end point projection of \(A\) under a state \(\sigma\), denoted \(\text{EPP}(A, \sigma)\), is given as the following network.

\[
\text{EPP}(A, \sigma) \overset{\text{def}}{=} \prod_{A \in \text{part}(C)} A[\prod_{t} \left[ TP(A, t') \right]_{t' \in \text{set}(t)}]_{a@A}
\]

The mapping given above is defined after choosing a specific annotation of an interaction. The following result shows the map in fact does not depend on a specific (consistent) annotation chosen, as far as a global description has no incomplete threads, i.e. it has no free session channels (which is what programmers/designers usually produce).

**Theorem 5.6.5 (Soundness and Completeness of End-point Projections [Carbone et al. 2007]).** Assume \(A\) is well-typed, strongly connected, well-threaded and coherent. Assume further \(\Gamma \vdash A \bowtie \Delta\) and \(\Gamma \vdash \sigma\). Then the following properties hold:

- **(soundness)** if \(\text{EPP}(A, \sigma) \rightarrow N\) then there exists \(A'\) such that \((\sigma, A) \rightarrow (\sigma', A')\) such that \(\text{EPP}(A', \sigma') \overset{\text{rec}}{\rightarrow} N\).
- **(completeness)** if \((\sigma, A) \rightarrow (\sigma', A')\) then there exist \(N\) such that \(\text{EPP}(A, \sigma) \rightarrow N\) and \(\text{EPP}(A', \sigma') \rightarrow N\).
5.7. **LL**: A logic for End Points

In this section, we introduce a simple logic for orchestrations. Having close resemblance with the global logic, **LL** expresses properties of end-points processes at the local level. This is possible by presenting a logic featuring assertions for modalities for locations [Cardelli & Gordon 2006], equality, value/name passing and spatial operators [Caires & Cardelli 2001]. The grammar of assertions is given in Figure 5.8.

The logic consists of the standard FOL operators \( \land, \neg \), and the existential quantifier \( \exists \). In \( \exists t. \psi \), the variable \( t \) is meant to range over service and session channels.
and participants. Accordingly, it works as a binder in $\psi$. In addition to the standard operators, we include an unspecified (decidable) equality on expressions ($e_1 = e_2$). Our operators depend on the labels of the labelled transition system of the end point calculus: $A[m]$. $\psi$ represents the execution of an action $m$ located at participant $A$, followed by the assertion $\psi$ execution of a labelled action followed by the assertion $\psi$, $\circ \psi$ and $\Diamond \psi$ denote the standard next and eventually operators from Linear Temporal Logic. The spatial operator in $\psi | \chi$ denotes composition of formulae where $\psi$ and $\chi$ do not share variables, as we can see in the definition of its semantics below.

**Remark 5.7.1 (Derived Operators).** We can get the full set of operators in $\mathcal{LL}$ by standard derivation from the above presented set of operations:

$$
tt = (0 = 0) \quad ff = (0 = 1) \quad (e_1 \neq e_2) = \neg(e_1 = e_2)$$
$$\circ \psi = \exists \ell. \exists A. A[m]. \psi \quad \psi \land \omega = \neg(\neg \psi \lor \neg \omega) \quad \forall x. \psi = \neg \exists x. \neg \omega$$
$$\Box \psi = \neg \Diamond \neg \psi \quad [A[m]]. \psi = \neg A[m]. \neg \psi \quad \psi \Rightarrow \omega = \neg \psi \lor \omega$$

**5.7.1 Examples of formulae in $\mathcal{LL}$**

**Request - Reply** For a classical request-reply system in the End Point Calculus:

$$P ::= !p(k_1, k_2). k_1!\langle e_1 \rangle. k_2?\langle y \rangle. 0$$
$$B ::= p(k_1, k_2). k_1?\langle x \rangle. k_2!\langle e_2 \rangle. 0$$
$$System ::= A[P]_a \mid B[Q]_b$$

We can describe some of the formulae that $\mathcal{LL}$ can verify regarding to this system. At the participant level, we can describe a formula enforcing an eventual response after a given message exchange:

$$System \models A[a \uparrow \{k_1, k_2\}]. A[k_1!\langle e_1 \rangle]. \Diamond A[k_2?\langle x \rangle]. \text{end}$$

An dually for $B$. On its composition, we can use both the parallel product or the magic wand operation to denote the fact that both participants should be present in the interaction providing complementary actions. A partial description leaving out session initiation constructions is given below:

$$System \models (A[k_1!\langle e_1 \rangle]. \Diamond A[k_2?\langle x \rangle]. \text{end}) \mid (B[k_1?\langle x \rangle]. \Diamond B[k_2!\langle e_2 \rangle]. \text{end})$$

**5.7.2 Semantics of $\mathcal{LL}$**

We now give a formal meaning to $\mathcal{LL}$ by providing a set of assertions describing the semantics of each of the operators of the logic with respect to the LTS semantics of the end point calculus described in the previous section. In particular we introduce the
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Figure 5.9: Assertions of the Local Logic

The notion of satisfaction. We write $N \models \psi$ whenever a network $N$ satisfies a formula $\psi$ in $LL$. The relation $\models$ is the maximum relation satisfying the rules given in Figure 5.9.

**Definition 5.7.2 (Satisfiability, Validity and Logical Equivalence in **LL**).**

- A formula $\psi$ is satisfiable if there exists a network under which it is true, that is, $N \models \psi$ for some $N$.

- A formula $\psi$ is valid if it is true in every network $N$, that is, $N \models \psi$ for every $N$.

- A formula $\psi$ is a logical consequence of a formula $\rho$ (or $\psi$ logically implies $\rho$), denote with an abuse of notation as $\psi \models \rho$, if every network $N$ that makes $\psi$ true also makes $\rho$ true up to alpha-renaming.

- We say that a formula $\psi$ is logical equivalent to a formula $\rho$, written $\psi \equiv \rho$, if $\psi \models \rho$ iff $\rho \models \psi$.

- Given a set of formulae $\Psi$ and $\equiv$, the equivalence class of $\psi \in \Psi$ is the subset of all elements in $\Psi$ such that are logically equivalent to $\psi$:

  $$\llbracket \psi \rrbracket = \{ x \in \Psi | x \equiv \psi \}$$

We provide some auxiliary lemmas describing the relation of the logic with the behaviours evidenced in end-point processes. The main result here is the preservation of satisfiability in type-bisimilar processes. That is, if two processes are prunable (the type bisimilarity introduced in the End Point Projection), then they satisfy the same formula in $LL$.

**Lemma 5.7.3 (Structural congruence preserves satisfiability).** If $M \equiv N$ and $M \models \psi$, then $N \models \psi$.  

Proof. (Sketch) It follows by simple case analysis over the rules in \( \equiv \). The proof is similar to the one in Lemma 5.5.4.

Lemma 5.7.4. if \( N \models \psi \) and \( \exists M. M \xrightarrow{m} N \) and \( m \neq \tau \), then \( M \models \rho \land \rho \Rightarrow \psi \).

Proof. It follows by induction on the transitions leading to \( N \) in \( M \xrightarrow{m} N \) and the definition of \( N \models \psi \).

We show the case for \( m = a \downarrow \tilde{k} \); all other cases follow similarly.

If \( M \xrightarrow{a \downarrow \tilde{k}} N \) then \( M \equiv A[!a](\tilde{k}). P \parallel P'_{\alpha} \parallel M' \) and \( A[P \parallel P'_{\alpha'}] \parallel M' \). Assume w.l.o.g. \( \rho = \langle a \downarrow \tilde{k} \rangle \psi \). We have to show that \( M \models \rho \) and \( \rho \Rightarrow \psi \).

From the definition of \( \models \), we have that:

\[
A[!a(\tilde{k})]. P \parallel P'_{\alpha} \parallel M' \models \langle a \downarrow \tilde{k} \rangle \psi \text{ iff } M \equiv A[!a(\tilde{k})]. P \parallel M'' \land \exists Q', \sigma'. A[Q'_{\alpha'}] \land A[Q_{\alpha'\alpha'}]. P_{\alpha} \parallel M'' \models \psi \quad (5.13)
\]

After the application of structural congruence rules, then \( A[!a(\tilde{k})]. P \parallel P'_{\alpha} \equiv A[!a(\tilde{k})]. P_{\alpha} \parallel A[P'_{\alpha}] \). Finally, we have that \( M'' = M \parallel A[P'_{\alpha}] \) and \( A[!a(\tilde{k})]. P_{\alpha} \parallel M'' \models \langle a \downarrow \tilde{k} \rangle \psi \) and \( \langle a \downarrow \tilde{k} \rangle \psi \models \psi \), which is what we had to show.

Definition 5.7.5 (Input-Output Correspondence). We say that a network \( N \) is input-output correspondent if it contains no dangling inputs. That is for each \( \bar{x} \in \text{channels}(N) \), then \( \bar{x} \in \text{channels}(N) \).

Proposition 5.7.6 (Preservation of satisfiability in pruning). Let \( M, N \) input-output correspondent networks, then \( M \models \psi \) and \( M \prec N \) then \( N \models \psi \).

Proof. From the definition of pruning, we have that \( M \prec N \) iff \( \Gamma \vdash M \triangleright \Delta \), \( \Gamma, \Gamma' \vdash N \triangleright \Delta, N \equiv N_0 | !N' \) where \( \Gamma \vdash N_0 \triangleright \Delta \), \( \Gamma \vdash N' \triangleright \Delta \) and \( M \cup N_0 \). We need to prove that given \( N \equiv N_0 | !N' \) then \( N \models \psi \).

From Definition 5.7.5 and the definition of pruning, we know \( M \cup N_0 \) and \( \text{channels}(M) = \text{channels}(N) \), so we are not filtering any formulae related to inputs that could be lost in the pruning.

From the definition of \( \models \), we have that \( N \models \psi \models \rho \text{ iff } N \equiv N'' | N''' \). Substituting \( N_0 \) for \( N'' \) and \( !N \) for \( N''' \), then \( N \models \psi \) holds as a logical consequence of \( N \models \psi \models \rho \).

5.7.3 Translation from \( \mathcal{GL} \) to \( \mathcal{LC} \)

In the same way that we define that the end point projection relates operational views of choreographies and end-points, we need to have a projection between the declarative visions of choreographies and their corresponding visions in end points. We do so by providing a mapping between the Global Logic and the Local Logic, as expressed below:

Proposition 5.7.7 (\( \mathcal{GL} \) Normal form). For all \( \mathcal{GL} \) formulae \( \phi \), there exists \( \phi' \) such that \( \phi \equiv_{\mathcal{GL}} \exists \bar{f}. \exists B. \phi' \), where \( \phi' \) is \( \exists \) free.

Sketch. It follows from structural induction over \( \phi \).
5.7. \textit{\textbf{LL}}: A logic for End Points

**Definition 5.7.8 (Logical Projection).** We define a translation operator \([ \cdot ]\) from the formulae of \(\mathcal{G}\text{L}\) to the formulae of \(\text{LL}\). To this end we will generate a set of formulae for every process involved into the global formula. Let be \(\phi\) a generic \(\mathcal{G}\text{L}\) formula and let \(\phi = \exists ! \exists B \phi\) be its normal form in virtue of Proposition 5.7.7, then \([ \cdot ]\) is defined as follows.

\[
[\exists ! \exists B. \phi] = \exists ! \exists B. ( \bigwedge_{A \in \text{parts}(\phi)} [\phi]_A )
\]

\[
\begin{align*}
[tt]_A &= tt \\
[\{\ell\}. \Phi]_A &= [\ell]_A [\Phi]_A & \text{if } A \in \text{parts}(l) \\
[\{\ell\}. \Phi]_A &= [\Phi]_A & \text{if } A \notin \text{parts}(l) \\
[\Diamond \Phi]_A &= \Diamond[\Phi]_A \vee [\Phi]_A \\
[\Phi \land \Psi]_A &= [\Phi]_A \land [\Psi]_A \\
[\Phi \lor \Psi]_A &= [\Phi]_A \lor [\Psi]_A \\
[-\Phi]_A &= -[\Phi]_A \\
\text{end}_A &= \text{end} \\
[e_1@A = e_2@B]_A &= (e_1 = e_2)@A
\end{align*}
\]

Where \([l]_A\) is defined as:

\[
\begin{align*}
\text{init } A \rightarrow B \text{ on } a(k)]_A &= A[a \uparrow k] \\
\text{init } A \rightarrow B \text{ on } a(k)]_B &= B[a \downarrow k] \\
\text{com } A \rightarrow B \text{ over } k(x)]_A &= A[k!\langle x \rangle] \\
\text{com } A \rightarrow B \text{ over } k(x)]_B &= B[k?\langle x \rangle] \\
\text{sel } A \rightarrow B \text{ over } k : \text{op}]_A &= A[k \triangleright \text{op}] \\
\text{sel } A \rightarrow B \text{ over } k : \text{op}]_B &= B[k \triangleleft \text{op}]
\end{align*}
\]

The logical projection takes a formula \(\phi\) in expressed \(\mathcal{G}\text{L}\) and generates the corresponding \(\text{LL}\) formula for each of the participants contained in \(\phi\). The mapping is standard, therefore we focus our description in the case where \(\phi\) corresponds to the action formula \(\langle \ell \rangle \phi'\). The projection is defined for each participant, so there are corresponding parts for sender and receiver end-points in an action formula. For example, in the case \(\phi = \langle \text{init } A \rightarrow B \text{ on } a(k) \rangle\), \(\phi'\), we have that \(\phi\) projects to the parallel composition of formulae for participants \(A\) and \(B\), which are defined as \(A[a \uparrow k]\). \([\phi']_A\) and \(B[a \downarrow k]\). \([\phi']_B\) respectively. Analogous are the cases for in-session communication and label selection.

We finish this section by providing proof of the soundness of the mapping between logics. Theorem 5.7.10 states the correspondence between end-point projections and logical projections between formulae.

**Lemma 5.7.9 (End-point projections preserve \(\equiv_{\text{rec}}\)).** If \(C \equiv_{\text{rec}} C'\) then \(\text{EPP}(A, \sigma) \equiv_{\text{rec}} \text{EPP}(A', \sigma)\) where \(A, A'\) are consistent annotated interactions of \(C, C'\).
Proof. By induction on the structure of $\mathcal{C}$, and Definition 5.6.4.

Theorem 5.7.10 (Preservation of satisfaction over logical translation). Let $\mathcal{C}$ a choreography and $\mathcal{A}$ a consistent annotation of $\mathcal{C}$. We can conclude that $EPP(\mathcal{A}, \sigma) \models [\phi]$ if $\mathcal{C} \models^\sigma \phi$.

Proof. Follows by structural induction over $\mathcal{C} \models^\sigma \phi$, definitions 5.6.4 and 5.7.8.

Let $parts(\mathcal{C})$ a function returning the set of participants involved in a choreography. We have the following cases:

Case $\mathcal{C} \models^\sigma$ end: If $\mathcal{C} \models^\sigma$ end then $\mathcal{C} \equiv \mathcal{0}$, then $\mathcal{A} = \mathcal{0}$. Using Definition 5.6.4, $EPP(\mathcal{0}, \sigma) = \prod_{A \in parts(\mathcal{0})} \mathcal{A} \prod_{t \in [t]} TP([\mathcal{0}, t])_{\sigma@A} = \varepsilon$.

On the logical side, we have that $[\mathcal{0}] =$ end from definition 5.7.8. Then $\varepsilon \models$ end holds from the definition of $\models$.

Case $\mathcal{C} \models^\sigma \neg \phi$: If $\mathcal{C} \models^\sigma \phi$ then $\mathcal{C} \not\models^\sigma \phi$. We have to show $EPP(\mathcal{A}, \sigma) \not\models [\phi]$.

We proceed by contradiction: Take $EPP(\mathcal{A}, \sigma) \models [\phi]$, then $\mathcal{C} \models^\sigma \phi$, which is a contradiction to $\mathcal{C} \models^\sigma \neg \phi$.

Case $\mathcal{C} \models^\sigma \phi \land \chi$: From the definition of $\models^\sigma$, $\mathcal{C} \models^\sigma \phi \land \chi$ if $\mathcal{C} \models^\sigma \phi \land \mathcal{C} \models^\sigma \chi$.

From the induction hypothesis we have $EPP(\mathcal{A}, \sigma) \models [\phi]$ and $EPP(\mathcal{A}, \sigma) \models [\chi]$.

Then $EPP(\mathcal{A}, \sigma) \models [\phi] \land [\chi]$ from the definition of $\models$.

Case $\mathcal{C} \models^\sigma [\phi] \vdash \chi$: From the definition of $\models^\sigma$, $\mathcal{C} \models^\sigma [\phi] \vdash \chi$ if $\mathcal{C} \equiv \mathcal{C}_1 \mid \mathcal{C}_2$ such that $\mathcal{C}_1 \models^\sigma \phi$ and $\mathcal{C}_2 \models^\sigma \chi$.

From the induction hypothesis we know that, $EPP(\mathcal{A}_1, \sigma) \models [\phi]$ and $EPP(\mathcal{A}_2, \sigma) \models [\chi]$.

From Lemma 5.5.4 we know that $\mathcal{C}_1 \mid \mathcal{C}_2 \models^\sigma \phi$.

From the definition of the end-point projection and Lemma 5.7.9, we know that there exists $N$ such that $N \equiv_{rec} EPP(\mathcal{A}_1, \sigma) \mid EPP(\mathcal{A}_2, \sigma)$.

Then $N \models [\phi] \mid [\chi]$ follows from the definition of $\models$.

Case $\mathcal{C} \models^\sigma (\ell) \phi$: From the definition of $\models^\sigma$, $\mathcal{C} \models^\sigma (\ell) \phi$ if $(\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}') \land \mathcal{C}' \models^\sigma' \phi$. We have to show that $EPP(\mathcal{A}, \sigma) \models [(\ell) \phi]$.

From induction hypothesis, we have that:

$$EPP(\mathcal{A}', \sigma') \models [\phi] \land EPP(\mathcal{A}', \sigma') \prec N$$ (5.14)

From (completeness with action labels) in Theorem 5.6.5 we have that, given $(\sigma, \mathcal{C}) \xrightarrow{\ell} (\sigma', \mathcal{C}')$ then:

$$EPP(\mathcal{A}, \sigma) \xrightarrow{\ell} N \land EPP(\mathcal{A}', \sigma') \prec N.$$ (5.15)
Now, we only have to show that \( N \models [\psi] \), which holds after using Proposition 5.7.6 in \( \text{EPP}(A', \sigma') \triangleleft N \) from Equation 5.14.

Case \( C \models_a \Diamond \phi \): From the definition of \( \models_a, C \models_a \Diamond \phi \) iff \( (\sigma, C) \rightarrow^* (\sigma', C') \) and \( C' \models_a \phi \). Assume \( (\sigma, C) \rightarrow^* (\sigma', C') \) as a finite sequence of transitions \( (\sigma, C) \rightarrow^n (\sigma', C') \). We proceed by induction on \( n \).

Case \( n = 1 \): then \( C \models_a \Diamond \phi \) iff \( (\sigma, C) \rightarrow (\sigma', C') \wedge C' \models_a \phi \), which is the same case as for \( C \models_a (\ell) \phi \) for any \( \ell \). As \( C \models_a (\ell) \phi \implies \text{EPP}(A, \sigma) \models [(\ell) \phi] \) then we are done.

Case \( n > 1 \): then \( C \models_a \Diamond \phi \) iff \( (\sigma, C) \rightarrow^{n-1} (\sigma'', C'') \rightarrow^1 (\sigma', C') \wedge C' \models_a \phi \).

From the induction hypothesis we get \( (\sigma, C) \rightarrow^{n-1} (\sigma'', C'') \) and \( C'' \models_a \phi \), then \( C \models_a \Diamond \phi \).

Moreover, \( \text{EPP}(A'', \sigma'') = N \) and \( N \models [\phi] \) with \( A'' \) a consistent annotation of \( C'' \), then \( \text{EPP}(A, \sigma) \models \Diamond [\phi] \).

Finally, using subsumption we know that \( \Diamond [\phi] \implies \Diamond [\phi] \). Then \( \text{EPP}(A, \sigma) \models [\phi] \), which is what we had to show.

Case \( C \models_a e_1 \circ_a e_2 @ A = e_2 @ B \): Then \( \sigma(e_1 @ A) \downarrow v \wedge \sigma(e_2 @ B) \downarrow v \).

From [ ], we know \( [e_1 @ A = e_2 @ B] = [e_1 = e_2] @ A \mid [e_1 = e_2] @ B \).

We know that \( \text{EPP}(A, \sigma) \models (e_1 = e_2) @ A \mid (e_1 = e_2) @ B \) iff \( N \equiv A[P]_\sigma \mid B[Q]_\sigma \mid M \) and \( \sigma(e_1) = \sigma(e_2) \wedge \sigma'(e_1) = \sigma'(e_2) \), which follows directly from Definition 5.6.4.

\( \square \)

5.7.4 \( \mathcal{LL} \) : Proof System

Similarly to \( \mathcal{GL} \), \( \mathcal{LL} \) is equipped with an inference system to deduct whether an end point \( N \) respects a given formula \( \psi \). We write \( N \vdash \psi \) for the provability judgement where \( N \) is a network and \( \psi \) is a formula in \( \mathcal{LL} \).

Definition 5.7.11 (Exhibition - End Points). We say that a network \( N \) exhibits a formula \( \psi \), written \( N \vdash \psi \), iff the assertion \( N \vdash \psi \) has a proof in the proof system given in Figure 5.10.

Let us now describe some of the inference rules of the proof system. The rule \( L.P_{\text{end}} \) relates the inaction terms with the termination formula. The rules \( L.P_{\text{and}} \) and \( L.P_{\text{neg}} \) denote rules for conjunction and negation in classical logic, respectively.

The rule for parallel composition is represented in \( L.P_{\text{par}} \); it does not indicate the behaviour of a given end-point, but relates interacting end-points with their correspondent formulae: \( L.P_{\text{par}} \) juxtaposes the behaviour of two processes and combines their respective formulae by the use of a separation operator. The correspondence between a network and a may formula is given by a formula realising each of the possible labels it can contain: \( L.P_{\text{bra}} \) can be explained as follows: suppose we are given a process \( N = A \triangleright S \rhd \{ \Sigma, \ell_i \} : P_i |_{\sigma} \), a set of branch labels \( \{ \ell_i \mid i \in I \} \) (determined
Case Proof.

Theorem 5.7.12 (Soundness). For any recursion-free network $N$, and every formula $\psi$, if $N \vdash \psi$ then $N \models \psi$.

Proof. It follows by induction on the derivation of $\vdash$.

Case $P_{\text{end}}$: trivial.
Case $L\text{P}_{\text{init-out}}$: We have that $N = A[\overline{a}(k)]$. $P_{\overline{a}}$ and $N \vdash A[a \uparrow k]. \psi$. By $L\text{P}_{\text{init-out}}$ we have that $A[P]_{\overline{a}} \vdash \psi$. From induction hypothesis we get that $A[P]_{\overline{a}} \vdash \psi$. We have to show that $A[\overline{a}(k)]. P_{\overline{a}} \vdash A[a \uparrow k]. \psi$. From the assertion semantics, we have that $N' = A[a \uparrow k], \psi$. If $N' \equiv A[Q]_{\overline{a}} \land M \land \exists R, \sigma' A[Q]_{\overline{a}} \xrightarrow{a[k]} R_{\overline{a}} \land A[R]_{\overline{a}} \land M \models \psi$, which holds immediately from the selection of $Q = \overline{a}(k)$. $P$ and the induction hypothesis.

Cases $L\text{P}_{\text{init-in}}, L\text{P}_{\text{br}}, L\text{P}_{\text{sel}}, L\text{P}_{\text{send}}, L\text{P}_{\text{rcv}}$: Analogous to case $L\text{P}_{\text{init-out}}$.

Case $L\text{P}_{\text{par}}$: We have that $N = N_1 \parallel N_2$ and $N \vdash \psi_1 \parallel \psi_2$ and by $L\text{P}_{\text{par}}$ we know that $N_1 \models \psi_1$ and $N_2 \models \psi_2$. We have to show $N \models \psi_1 \lor \psi_2$, which follows directly from the assertion semantics for $\psi_1 \parallel \psi_2$ and the induction hypothesis.

Cases $L\text{P}_{\text{and}}, L\text{P}_{\text{eq}}$: Analogous to $P_{\text{par}}$.

Case $L\text{P}_{\text{neg}}$: We have that $N \vdash \neg \psi$, so by $L\text{P}_{\text{neg}}$ we get $N \not\models \psi$. By induction hypothesis we have that $N \not\models \psi$, which is necessary condition to deduce $N \models \neg \psi$.

Case $L\text{P}_{\exists}$: We have that $N \vdash \exists t . \psi$ and by $L\text{P}_{\exists}$ we have that $\exists w \in fn(N) \cup \{k\}$ and $N \vdash \psi[w/t]$. By induction hypothesis we know that $N \models \psi[w/t]$. Take $w \in fn(N)$ or a fresh name, then we know that $N \models \psi[w/t]$ with appropriate $w$, and then $N \models \exists t . \psi$ follows from the definition of the assertion semantics.

Case $L\text{P}_{\text{maj1}}$: We have that $N \vdash \lozenge \psi$ and by $L\text{P}_{\text{maj1}}$ then $N \vdash \psi$. By induction hypothesis we have $N \models \psi$. We have to show that $N \models \lozenge \psi$, which follows immediately from $\psi \Rightarrow \lozenge \psi$, so $N \models \lozenge \psi$.

Case $L\text{P}_{\text{maj2}}$: We have that $N \vdash \lozenge \psi$ and by $L\text{P}_{\text{maj2}}$ then $N \vdash \psi \lor \lozenge \psi$. By induction hypothesis we have that $N \models \psi \lor \lozenge \psi$. We have to prove that $N \models \lozenge \psi$. By definition of the assertion semantics, $N \models \lozenge \psi$ iff $N \xrightarrow{*} M, M \models \psi$. We can express $N \xrightarrow{*} M$ as a finite sequence of transitions $N \xrightarrow{i} M$. We have to show that there exists $0 \leq i \leq n$ such that $N \xrightarrow{i} M' \xrightarrow{i-1} M$ and $N' \models \lozenge \psi$. We proceed by second induction on $j - i$:

1. $(j - i = 0)$: Then $N \xrightarrow{0} N' \xrightarrow{n} M$ and $M \models \psi$, which is the same case than the one for $L\text{P}_{\text{maj1}}$, hence $N \models \lozenge \psi$.

2. $(j - i = 1)$: Then $N \xrightarrow{1} N' \xrightarrow{n-1} M$ and $M \models \psi$, so $N \models \lozenge \psi$, then $N \models \lozenge \psi$ holds true by direct application of the induction hypothesis.

3. $(j - i = k \land 1 < k \leq n)$: Then we have that $N \xrightarrow{i} N' \xrightarrow{i} M$ and $M \models \psi$. By second inductive hypothesis we have that $N' \models \lozenge \psi$. We can decompose $N \xrightarrow{i} N'$ as:

$$N \xrightarrow{i} N'' \xrightarrow{i-1} N'$$

(5.16)
The combination of the second inductive hypothesis and the assertion semantics for equation 5.16 leads to \( N \models \diamond \diamond \psi \), which reduces to \( N \models \diamond \psi \) using standard formula equivalences from LTL [Emerson 1991].

**Case** \( L.P_{\text{struct}} \): It follows by direct application of lemma 5.7.3.

**Case** \( L.P_{\text{IF}}, L.P_{\text{IF}} \): We take only the proof for \( L.P_{\text{IF}} \), the other works similarly.

We have that \( N = A[\text{if} \ e \ \text{then} \ P_1 \ \text{else} \ P_2 \ ] \sigma \), by \( L.P_{\text{IF}} \) we have that \( \sigma(e) \downarrow \text{tt} \) and \( A[P_1] \sigma \vdash \psi \), and by induction hypothesis we have that \( A[P_1] \sigma \models \psi \). We have to show that \( N \models \psi \). Assume a \( \sigma \) s.t. \( \sigma(e) \downarrow \text{tt} \) (The other case is symmetric), from the assertion semantics, we get that \( N' \models (e_1 = e_2) @ A \text{iff } N' \equiv A[P] \sigma \) and \( \sigma(e_1) = \sigma(e_2) \), which holds true from Lemma 5.7.9 and the induction hypothesis, therefore \( N \models \psi \).

**Case** \( L.P_{\text{oplus}1}, L.P_{\text{oplus}2} \): It follows by direct application of lemma 5.7.4.

### 5.8 Conclusion and Related Work

This ongoing work aims at establishing the relations between imperative and declarative views of structured communications, and it constitutes just the first step towards a verification framework for communication-centred programs. Summarising, this work argues that one can have more flexible specifications in a declarative (logical) of communication-centred programs than in an imperative one, and it presents ways of verifying the correspondence of imperative views with respect to their declarative ones, in terms of proof systems for each of the levels of abstraction here considered (choreographies and end-points). Similarly, we establish a connection between the methodology used for describing communication-centred programs imperatively (the end-point projection) and a logical projection between logics, and prove that the end-points generated from a global specification comply to the projections of global formulae in the local logic. Some further development of the ideas here exposed involve the proof about the completeness of \( LL \) in the same lines as the one in \( GL \), and exploring the termination of the proof checking algorithm. These results pave the way towards the goal of verifying structured communications, and one foresee further implementation of model checking techniques where the connections between declarative and imperative specifications can be exploited.

The development of a logical vision for structured communications have placed us with questions about the correct set of operators that we want to have in the logic. In this document we explored derivations of Hennessy–Milner Logics, where the main properties of interest involved action and may formulae both at the level of choreographies and end-points. The may operator tell us important information about the existence of an evolution where a property is fulfilled, but sometimes it can fail short by allowing other evolutions of the system that does not comply to the
property. In [Carbone et al. 2011] we started studies on stronger versions of the may
modality, where one is allowed to express that a property is fulfilled in all possible
executions in an eventual state, and their implementation as part of the operators in
$\mathcal{GL}$ is foresee. Other improvements to the logics proposed include the use of fixed
points, essential for describing state-changing loops, and auxiliary axioms describing
structural properties of a choreography.

**Related Work** The connections between logics and session types have been ex-
plored in different works. Here we comment on some of the most representative
exponents, namely [Coppo & Dezani-Ciancaglini 2009, Caires & Pfenning 2010, Boc-
chi et al. 2010, Gordon & Fournet 2009, Berger et al. 2008]. In [Coppo & Dezani-
Ciancaglini 2009], a calculus combining notions of concurrent constraint programming
and name passing is proposed. The resulting calculus treats sessions as constraint
formulae representing the requirements to be satisfied in a client-server communica-
tion, in similar approach as the CC-Pi calculus explained above. As communications
are represented as constraints, the type discipline takes account on how processes
and constraints are related, guaranteeing that communications follow an structured
communications as in [Honda et al. 1998].

The relationship between session types and linear logics has been explored in
[Caires & Plenning 2010], where the authors establish a bidirectional correspondence
between the session types and (dual) intuitionistic linear logic formulae. The cor-
respondence is tight, and relates the existence of a simulation between reductions
in session types and proof reductions in dual intuitionistic linear logic, and vice
versa. In [Pérez et al. 2012], the authors make use of the linear logic interpretation
of session types to describe a theory of logical relations for session types, allowing
one to study properties like termination of well-typed interactions, and behavioural
characterisations of session-typed isomorphisms as linear logic equivalences.

Type and effect systems have been used to study structured communications. In
[Gordon & Jeffrey 2003], the $\pi$-calculus is extended with labelled assertions describ-
ing progress in their communication steps. Assertions have complementary opera-
tions, and one can ensure that the communication is safe if all specified assertions
have their correspondent begin-end operations present in the run of a protocol. In
[Bonelli et al. 2005], the theory of session types with corresponding assertions is
studied, providing stronger guarantees for session types, in the sense that correspon-
dence assertions allows one to keep track of the changes on the data transmitted
over sessions and the way data is propagated across multiple parties.

Relations between types and logics can also give more information about the
nature of structured communications. In [Bocchi et al. 2010], authors proposed the
integration of typed-based signatures with logical predicates as a method to guarantee
finer grained properties about the information in transit in structured interactions.
The proposed a methodology (Design by contract), constitutes an extension of mul-
tiparty session types [Honda et al. 2008] with global assertions, describing global
constraints on processes’ interactions in terms of predicate logic formulae. In this
way, types not only describe causal relations between the inter-process communications, but they also fulfil constraints regarding the values in transit.

In [Berger et al. 2008], a proof system characterising May/Must testing pre-orders and bisimilarities over typed $\pi$-calculus processes is presented. The connection between types and logics in such system comes in handy to restrict the shape of the processes one might be interested, allowing us to consider such work as a suitable proof system for calculi describing the communication of end points.

In the context of security, the work on F7 [Gordon & Fournet 2009] has explored the integration of dependent and refinement types in a suite of functional programming languages, with the aim of statically checking assertions about data and state, in order to enforce security policies.

Appendix 5.A  Global Calculus: Reduction Semantics

The reduction semantics of the Global Calculus is defined by the rules in Figure 5.11

\[
\begin{align*}
G - \text{RInit} & \quad h \text{ is fresh} \\
(\sigma, A \to B \ a(k), C) & \to (\sigma, C \ [h/k]) & G - \text{RStruct} & \quad C = C'' \\
(\sigma, C) & \to (\sigma', C') & (\sigma, C'') & \to (\sigma', C''') \\
G - \text{RRRec} & \quad (\sigma, \mu X C[C]) \to (\sigma', C') \\
(\sigma, \mu X C) & \to (\sigma', C') & G - \text{RPar} & \quad (\sigma, C_1) \to (\sigma', C_1') \\
(\sigma, C_1 \mid C_2) & \to (\sigma', C_1' \mid C_2') & G - \text{RIfT} & \quad \sigma(e \oplus A) \downarrow \text{tt} \\
(\sigma, \text{if } e \oplus A \text{then } C_1 \text{ else } C_2) & \to (\sigma, C_1) & \sigma(e \oplus A) \downarrow \text{ff} & \quad (\sigma, \text{if } e \oplus A \text{then } C_1 \text{ else } C_2) \to (\sigma, C_2) \\
G - \text{RCom} & \quad \sigma(e \oplus A) \downarrow \nu \\
(\sigma, A \\ B : k \langle \alpha p, e, x \rangle, C) & \to (\sigma[x \oplus B \mapsto \nu], C)
\end{align*}
\]

Figure 5.11: Reduction Semantics for the Global Calculus

Appendix 5.B  Global Calculus: Typing Rules

The global typing judgments are triples $\Gamma \vdash \Delta : \mathcal{C}$ inductively defined by the typing rules in Figure 5.12.

Appendix 5.C  End-Point Calculus: Reduction Semantics

The reduction semantics for the end-point calculus follows the $\pi$-calculus and is defined by the rules in Figure 5.13.
### 5.D. End-Point Calculus: Typing rules

The typing rules for the End-Point Calculus are given in Figure 5.D, were the compatibility operators $\simeq$ and $\bowtie$ are defined accordingly as:

1. Two service typings $\Gamma_1$ and $\Gamma_2$ are compatible (written $\Gamma_1 \simeq \Gamma_2$) if they satisfy the following conditions:

   (a) if $a @ A \in \text{dom}(\Gamma_i)$ then $a @ B \notin \text{dom}(\Gamma_j)$ for every $B$ and for $i \neq j$;

   (b) if $\sigma @ A \in \text{dom}(\Gamma_i)$ and $\sigma @ B \in \text{dom}(\Gamma_j)$ then $A = B$ and $\Gamma_i(\sigma @ A) = \Gamma_j(\sigma @ B)$ for $i \neq j$ (up to $\alpha$-renaming of bound names);

   (c) if $a @ A \in \text{dom}(\Gamma_i)$ and $\sigma @ B \in \text{dom}(\Gamma_j)$ then $A = B$ and $\Gamma_i(a @ A) = \Gamma_j(\sigma @ B)$ for $i \neq j$ (up to $\alpha$-renaming of bound names);

   (d) $\Gamma_1(x) = \Gamma_2(x)$ for each $x$ in $\Gamma_{1,2}$;

   (e) $\Gamma_1(X) = \Gamma_2(X)$ for each $X$ in $\Gamma_{1,2}$.

2. Two session typings $\Delta_1$ and $\Delta_2$ are compatible (written $\Delta_1 \simeq \Delta_2$) if they satisfy the following conditions:

![Figure 5.12: Global Calculus: Typing Rules](image-url)
Figure 5.13: Reduction Relation for the End-Point Calculus

(a) if $\hat{k} \not\in \text{dom}(\Delta_1), \hat{t} \in \text{dom}(\Delta_2)$ and $\hat{k} \cap \hat{t} \neq \emptyset$ then $\hat{k} = \hat{t}$;
(b) if $\hat{k} : \bot \in \Delta_i$ then $\hat{k} \notin \text{dom}(\Delta_j)$ for $i \neq j$;
(c) if $\hat{k}@A : \alpha_1 \in \Delta_1$ and $\hat{k}@A : \alpha_2 \in \Delta_2$ then $\text{fsc}(\alpha_1) \cap \text{fsc}(\alpha_2) = \emptyset$;
(d) if $\hat{k}@A : \alpha_1 \in \Delta_1$ and $\hat{k}@B : \alpha_2 \in \Delta_2$ then $\alpha_1 = \alpha_2$ (for $A \neq B$).

3. $\Gamma_1 \circ \Gamma_2$, defined whenever $\Gamma_1 \succeq \Gamma_2$, is the minimum service typing such that:

(a) if $a@A : \alpha \in \Gamma_i$ then $a@A : \alpha \in \Gamma_1 \circ \Gamma_2$;
(b) if $\overline{a}@A : \alpha \in \Gamma_i$ and $a@A : \alpha \notin \Gamma_j$ then for $i \neq j, \overline{a}@A : \alpha \in \Gamma_1 \circ \Gamma_2$;
(c) if $x@A : \theta \in \Gamma_i (X : \Delta \in \Gamma_i)$ then $x@A : \theta \in \Gamma_1 \circ \Gamma_2 (X : \Delta \in \Gamma_1 \circ \Gamma_2)$.

4. $\Delta_1 \circ \Delta_2$, defined whenever $\Delta_1 \succeq \Delta_2$, is the minimum session typing such that:

(a) if $\hat{k}@A \in \text{dom}(\Delta_i) \setminus \text{dom}(\Delta_j)$ for $i \neq j$, then $\hat{k}@A : \Delta(\hat{k}@A) \in \Delta_1 \circ \Delta_2$;
(b) if $\hat{k} \in \text{dom}(\Delta_i) \setminus \text{dom}(\Delta_j)$ for $i \neq j$, then $\hat{k} : \bot \in \Delta_1 \circ \Delta_2$;
the operator to, say, on typed processes which is well-defined in 

\textbf{Definition 5.E.1 (Merge Operator).} \( P \triangleright Q \) is a partial commutative binary operator on typed processes which is well-defined iff \( P \triangleright Q \) and satisfies the rules in \textbf{Figure 5.15}, where, in the right-hand side of each rule, we assume that each application of the operator to, say, \( P \) and \( Q \), is such that \( P \triangleright Q \).

**Appendix 5.E** End Point Projection: Merging

\begin{figure}[h]
\centering
\begin{align*}
\text{E - Tinit In} & \quad \Gamma \vdash A \triangleright k@A : \alpha \quad \alpha \notin \text{dom}(\Gamma) \\
\text{E - Tinit Out} & \quad \Gamma, \alpha : (k)\alpha @ B \vdash \Delta, k@A : \alpha \\
\text{E - TVar} & \quad \Gamma, \alpha : (k)\alpha @ B \vdash \Delta, \alpha @ A : \alpha \\
\text{E - TBranch} & \quad \Gamma, X : \Delta \vdash X \triangleright \Delta \\
\text{E - TRec} & \quad \Gamma, X : \Delta \vdash A @ \Delta \\
\text{E - TIn} & \quad \Gamma \vdash \alpha @ A : \text{bool} \\
\text{E - TSel} & \quad \Gamma, j \in I \vdash \{ \sum_{i \in I} P_i \} \triangleright \Delta, k@A : \alpha_j \\
\text{E - TIn} & \quad \Gamma \vdash k@A : \alpha \quad \Gamma \vdash x : \theta \\
\text{E - TEnd} & \quad \Gamma \vdash \text{if } \alpha@A \text{ then } P \text{ else } Q \triangleright \Delta \\
\text{E - TBot} & \quad \Gamma \vdash P \triangleright \Delta, k@A : \text{end} \\
\text{E - TBotN} & \quad \Gamma \vdash N \triangleright \Delta, k \in \text{fsc}(\Delta) = \emptyset \\
\text{E - TPVar} & \quad \Gamma \vdash A[I] \triangleright \Delta \\
\text{E - TPPar} & \quad \Gamma \vdash A[I] \triangleright \Delta, k@A : \text{end} \\
\text{E - TPParN} & \quad \Gamma \vdash N \triangleright \Delta, k@B : \text{end} \\
\end{align*}
\end{figure}

(c) if \( k@A : \alpha \in \Delta_i \) and \( k@A : \beta \in \Delta_j \) for \( i \neq j \), then \( k@A : \alpha | \beta \in \Delta_1 \cap \Delta_2 \);

(d) if \( k@A \in \text{dom}(\Delta_i) \) and \( k@B \in \text{dom}(\Delta_j) \) for \( i \neq j \), then \( k : \bot \in \Delta_1 \cap \Delta_2 \).

\textbf{Definition 5.E.1 (Merge Operator).} \( P \sqcup Q \) is a partial commutative binary operator on typed processes which is well-defined iff \( P \triangleright Q \) and satisfies the rules in \textbf{Figure 5.15}, where, in the right-hand side of each rule, we assume that each application of the operator to, say, \( P \) and \( Q \), is such that \( P \triangleright Q \).
Definition 5.5.1 (Thread Projection). Given a consistently annotation $\mathcal{A}$, the partial operation $TP(\mathcal{A}, t)$ is defined as:

\[
TP(A^n \rightarrow B^m : b(\hat{k}), \mathcal{A}, t) \overset{\text{def}}{=} \begin{cases} 
\overline{b}(\hat{k}), TP(\mathcal{A}, t_1) & \text{if } t = t_1 \\
\overline{b}(\hat{k}), TP(\mathcal{A}, t_2) & \text{if } t = t_2 \\
TP(\mathcal{A}, t) & \text{otherwise}
\end{cases}
\]

\[
TP(A^n \rightarrow B^m : k(e, x), \mathcal{A}, t) \overset{\text{def}}{=} \begin{cases} 
\overline{k}(e), TP(\mathcal{A}, t_1) & \text{if } t = t_1 \\
k\!(\hat{x}), TP(\mathcal{A}, t_2) & \text{if } t = t_2 \\
TP(\mathcal{A}, t) & \text{otherwise}
\end{cases}
\]

\[
TP(A^n \rightarrow B^m : k[l_i : A_i]_{i \in I}, t) \overset{\text{def}}{=} \begin{cases} 
k \preceq l_i, TP(\mathcal{A}, t) & \text{if } t = t_1 \\
k \triangleright \{\Sigma_i, l_i\}, TP(\mathcal{A}, t) & \text{if } t = t_2 \\
TP(\mathcal{A}, t) & \text{otherwise}
\end{cases}
\]

Figure 5.15: End-Point Projection: Merging Rules

Appendix 5.F  End Point Projection: Thread Projection
5.F. End Point Projection: Thread Projection

\[ TP(\text{if } e @ A' \text{ then } A_1 \text{ else } A_2, t) \overset{\text{def}}{=} \begin{cases} \text{if } e \text{ then } TP(A_1, t') \text{ else } TP(A_2, t') & \text{if } t = t' \\ \text{TP}(A_1, t) \sqcup \text{TP}(A_2, t) & \text{otherwise} \end{cases} \]

\[ TP(A_1 | t' A_2, t) \overset{\text{def}}{=} \text{TP}(A_1, t') \sqcup \text{TP}(A_2, t) \]

\[ TP(\mu X \{ t \}, A, t) \overset{\text{def}}{=} \mu X \cdot \text{TP}(A, t) \text{ if } t \in \{ \tilde{t} \}, \text{TP}(A, t) \text{ otherwise.} \]

\[ TP(X^A_{\{ \tilde{t} \}}, t) \overset{\text{def}}{=} X \text{ if } t \in \{ \tilde{t} \}, 0 \text{ otherwise.} \]

\[ TP(0, t) \overset{\text{def}}{=} 0 \]

If \( TP(A, t) \) is undefined then we set \( TP(A, t) = \bot \).

Above, we augment consistent annotations with a further annotation for recursions \( \mu X \{ t \} \) and recursion variables \( X^A_{\{ t \}} \), with \( \{ t \} \) be the set of threads occurring in, but not initiated in, \( A \) (a thread is initiated in \( A \) whenever it occurs passive in a session initiation).
Chapter 6

Time and Exceptional Behaviour in Multiparty Structured Interactions

Abstract: The Conversation Calculus (CC) is an extension of the $\pi$-calculus, intended as a model of multiparty interactions. The CC is built upon the notion of conversation—a possibly distributed medium in which participants may communicate. We study the interplay of time and exceptional behavior for models of structured communications based on conversations. We propose C3, a timed variant of the CC in which conversations feature both standard and exceptional behavior. The exceptional behavior may be triggered either by the passing of time (a timeout) or by an explicit signal for conversation abortion. We present a compelling example from a healthcare scenario, and argue that the combination of time and exceptional behavior greatly enhances the significance and level of detail of specifications of structured communications.
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6.1 Introduction

This paper is an initial step in understanding how time and forms of exceptional behavior can be jointly captured in models of multiparty structured communications.

Time usually plays a crucial rôle in practical scenarios of structured communication. Consider, for instance, a web banking application: interaction between a user and her bank generally takes place by means of a secure session, which is meant to expire after a certain period of inactivity of the user. When that occurs, she must exhibit again her authentication credentials, so as to initiate another session or to continue with the expired session. In some cases, the session (or parts of it) has a predetermined duration and so interactions may also be bounded in time. The user may need to reinitiate the session if, for instance, her network connection is too slow. Crucially, the different incarnations of time in interactions (session durations, timeouts, delays) can be seen to be closely related to the behavior of the system in exceptional circumstances. A specification of the web banking application above would appear incomplete unless one specifies how the system should behave when, e.g., the session has expired and the user attempts to reinitiate it, or when interaction is taking longer than anticipated.

In real scenarios of structured communications, time then appears to go hand in hand with exceptional behavior. This observation is particularly evident in healthcare scenarios [Lyng et al. 2009]—a central source of motivation for our work. In healthcare scenarios, structured communications often involve strict time bounds, as in, e.g., “monitor the patient every two hours, for the next 48 hours”. They may also include interaction patterns defined as both a default behavior and an alternative behavior to be executed in case of unexpected conditions: ‘contact a substitute doctor if the designated doctor cannot be reached within 15 minutes’. Also, scenarios involve tasks that may be suspended or aborted, as in, e.g., “stop administering the medicine if the patient reacts badly to it”.

Unfortunately, expressing appropriately the interplay of time and exceptional behavior turns out to be hard in known formalisms for structured communications. In fact, although some of such formalisms have been extended with constructs for exceptional behavior (see, e.g., [Carbone et al. 2008, Caires et al. 2008, Capecchi et al. 2010]), to the best of our knowledge none of these works considers constructs for timed behavior. To overcome this lack, here we introduce C3, a model of structured communications that integrates time and exceptional behavior in the context of multiparty interactions. C3 arises as an extension of the Conversation Calculus (CC) [Vieira et al. 2008, Vieira 2010] in which conversations have durations and are sensible to compensations. Below, we first present the CC by means of a running example; then, we introduce C3 by enhancing the example with time and exceptional behavior.

The CC is an interesting base language for our study. First, it is a simple model: it corresponds to a π-calculus [Milner et al. 1992] extended with conversation contexts (see below). Hence, the definition of C3 can take advantage of previous works on extensions of the π-calculus with time and forms of exceptional behavior (see, e.g., [Berger & Honda 2000, Ferreira et al. 2010]). Second, the CC counts with a number of
6.1. Introduction

reasoning techniques to build upon, in particular so-called conversation types [Caires & Vieira 2010]. Third, and most importantly, the CC allows for the specification of multiparty interactions, which are ubiquitous in many practical settings.

Fig. 6.1 gives a CC specification of the well-known purchasing scenario [Carbone et al. 2007, Vieira 2010]. This scenario describes the interaction of a buyer and a seller for buying a given product; the seller later involves a shipper who is in charge of delivering the product. In the CC, a conversation context represents a distributed communication medium where two or more partners may interact. Process $\textbf{new} \cdot \textbf{BuyService} \leftarrow \text{buy} \cdot (\text{prod}) \cdot \text{price} \cdot (p) \cdot \text{details} \cdot (d)$ is the conversation context with behavior $P$ and identity $n$; process $P$ may seamlessly interact with processes contained in any other conversation context named $n$. The model in Fig. 6.1 thus involves three participants: Buyer, Seller, and Shipper. Buyer invokes a new instance of the BuyService service, defined by Seller. As a result, a conversation on a fresh name is established between them; this name can then be used to exchange information on the product and its price (the latter is retrieved by Seller from the database PriceDB). When the transaction has been agreed, Shipper joins in the conversation, and receives product information from Seller and delivery details from Buyer. The model in Fig. 6.1 relies on the following service idioms which, interestingly, can be derived from the basic syntax of the CC:

\[
\begin{align*}
\text{def } s \Rightarrow P & \quad \text{def} = \quad s \cdot (x. x \bullet [P]) & \text{Define a service } s \\
\text{new } n \cdot s \leftarrow Q & \quad \text{def} = \quad (vc)(n \bullet [s \cdot (c) | c \bullet [Q]]) & \text{Create instance of a service } s \\
\text{join } n \cdot s \leftarrow Q & \quad \text{def} = \quad \textbf{this}(x)(n \bullet [s \cdot (x) | Q]) & \text{Join instance of service } s
\end{align*}
\]

The main design decision in defining C3 is considering time and exceptional behavior directly into conversation contexts: C3 features timed, compensable conversation contexts, denoted as $n \bullet [P; Q]$. As before, $n$ is the identity of the conversation context. Process $P$ describes the default behavior for $n$, which is performed while the duration $t$ is greater than 0. Observable actions from $P$ witness the time passage in $n$;
as soon as \( t = 0 \), the default behavior is dynamically replaced by \( Q \), the *compensating* behavior. Name \( \kappa \) represents an explicit *abort* mechanism: the interaction of \( n \uparrow [P; Q]^\kappa \) with a *kill prefix* \( \kappa^\uparrow \) immediately sets \( t \) to 0.

An immediate and pleasant consequence of our extended conversation contexts is that the signature of the service idioms (given above) can be extended too. Hence, C3 specifications can express richer information on timeouts and exceptional behavior. It suffices to extend the idioms representing *timed* service definition and instantiation:

\[
\text{def } s \text{ with } (\kappa, t) \Rightarrow \{P, Q\} = \text{s}^\uparrow(y). \ y \uparrow[\text{[P; Q]}]^\kappa
\]

\[
\text{new } n \cdot s \text{ with } (\kappa, t) \leftarrow \{P; Q\} = (\nu c) (n \sqsubseteq[\text{s}^\uparrow[c]] \mid c \sqsubseteq[\text{[P; Q]}]^\kappa)
\]

Timed service definition

Timed service instantiation

In the former we assume \( y \) and \( c \) are fresh in \( P \) and \( Q \), and different from \( \kappa, t, n \), while in the latter \( n \uparrow[\text{s}^\uparrow[c]] \) stands for \( n \uparrow[\text{s}^\uparrow[c]] ; 0 \uparrow^\infty \). This way, we are able to define timed, compensable extensions for service definition and instantiation idioms; they rely on a compensation signal \( \kappa \), a timeout value \( t \), and a compensating protocol definition \( Q \). As a simple example, the C3 processes

\[
\text{Client } \uparrow[\text{new Provider } \cdot \text{Service with } (\kappa_c, t_c) \leftarrow \{P; Q\}]
\]

\[
\text{Provider } \uparrow[\text{def Service with } (\kappa_p, t_p) \Rightarrow \{R; T\}]
\]

may interact and evolve into \( (\nu s) (\text{Client } \uparrow[\text{s } \uparrow[\text{[P; Q]}]^\kappa] \mid \text{ Provider } \uparrow[\text{s } \uparrow[\text{[R; T]}]^\kappa]) \).

Some related approaches (e.g. [Carbone et al. 2008]) distinguish the behavior originated in the standard definition of a service from the behavior associated to related compensating activities. In those works, the objective is to return to the standard control flow by orderly escaping from compensating activities; handling nested compensations thus becomes a delicate issue. In contrast, we do not enforce such a distinction: we believe that in many realistic scenarios the main goal is timely availability of services; hence, the actual origin of the offered services should be transparent to the users. This way, e.g., for the users of a web banking application, interacting with the main server or with one of its backups is irrelevant as long as they receive the required services.

We illustrate these ideas by considering an extended version of the purchase scenario in C3; see Fig. 6.2. Suppose a buyer who is willing to interact with a specific provider only for a finite amount of time. She first engages in conversations with several providers at the same time; then, she picks the provider with the best offer, abandoning the conversations with the other providers. In the model, \( \ast P \) denotes the replicated version of process \( P \), with the usual semantics. We consider one buyer and three sellers. NewBuyer creates three instances of the BuyService service, one from each seller. The part of each such instances residing at NewBuyer can be aborted by suitable messages on \( c_i \). The part of the protocol for BuyService that resides at NewBuyer is similar as before, and is extended with an output signal \( \text{com} \), which
NewBuyer \[\prod_{i \in [1, 3]} \\text{new Seller}_i \cdot \text{BuyService} \]
with \((c_i, v_i) \leftarrow \{
P_i
; Q_i\}\]
| Control
; CancelOrder\[^{t_{\text{max}}}\]
| \[\prod_{i \in [1, 3]} \text{Seller}_i \cdot \text{PriceDB} \]
| \text{def} \text{BuyService} \with (b_i, w_i) \Rightarrow \{
offer^1!(prod).
askPrice^1!(prod).
priceVal^1!(p).
price^1!(p).
join \text{Shipper} \cdot \text{DelivService} \leftarrow 
product^1!(prod)
; R_i\}
; CancelSell\[^{t_{\text{max}}}\]
| \text{Shipper} \\text{def} \text{DelivService} \with (d, t) \Rightarrow \{
product^1?(p).
details^1!(data)
; T\}
\]
where \(P_i \= \text{offer}^1!(\text{prod}). \text{price}^1?(p). \text{com}_1^1!(p). \text{details}^1?(d)\)

\[
\text{Control \=} \ast \left( \text{com}_1^1?(p). (c_2^7 \| c_3^7) \right)
+ \text{com}_2^1?(p). (c_1^7 \| c_3^7)
+ \text{com}_3^1?(p). (c_1^7 \| c_2^7)\]

Figure 6.2: The purchasing scenario in C3.

allows to commit the selection of seller \(i\). The commitment to one particular seller (and
the discard of the rest) is implemented by process Control. The duration of NewBuyer
is given by \(t_{\text{max}}\); its compensation activity (CancelOrder) is left unspecified. Seller\(_i\)
follows the lines of the basic scenario, extended with compensation signals \(y_i\) which
trigger the compensation process CancelSell\(_i\). Notice that while \(Q_i\) controls the
failure of the \(i\)-th service invoked by NewBuyer, CancelOrder is meant to control the
failure of NewBuyer as a whole.

This extended example illustrates two of the features of C3: explicit conversation
abortion and conversations bounded in time. The first one can be appreciated in the
selection implemented by Control, which ensures that only one provider will be able to interact with NewBuyer, by explicitly aborting the conversations at NewBuyer with the other two providers. However, Control only takes care of the interactions at the buyer side; there are also conversation pieces at each Seller, which are not under the influence of Control (we assume \( c_i \neq w_j \)). The "garbage-collection" of such pieces is captured by the second feature: since such conversations are explicitly defined with the time bound \( w_j \), they will be automatically collected (i.e. aborted) after \( w_j \) time units. That is, the passing of time avoids "dangling" conversation pieces. This example reveals the complementarity between the explicit conversation abortion (achieved via abortion signals) and the more implicit conversation abortion associated to the passing of time.

In Section 6.2 we summarize the main definitions of the CC. Section 6.3 introduces the syntax and semantics of C3. In Section 6.4 we discuss its expressiveness, by comparing it to some other related languages. Then, in Section 6.5, we present a compelling example from the healthcare domain, that is analysed on the light of refinement relations for C3 in Section 6.6. We review related work in Section 6.7; some concluding remarks are given in Section 6.8.

### 6.2 The Conversation Calculus

Here we briefly introduce the Conversation Calculus (CC, in the following). Further details can be found at [Vieira et al. 2008, Vieira 2010].

The CC corresponds to a \( \pi \)-calculus with labeled communication and extended with conversation contexts. A conversation context can be seen as a medium in which interactions take place. It is similar to sessions in service-oriented calculi (see [Honda et al. 1998]) in the sense that every conversation context has an unique identifier (e.g.: an URI). Interactions in CC may be intuitively seen as communications in a pool of messages, where the pool is divided in areas identified by conversation contexts. Multiple participants can access many conversation contexts concurrently, provided they can get hold of the name identifying the context. Moreover, conversations can be nested multiple times (for instance, a private chat room within a multi-user chat application).

**Definition 6.2.1 (CC Syntax).** Let \( \mathcal{N} \) be an infinite set of names. Also, let \( \mathcal{L}, \mathcal{V}, \) and \( \chi \) be infinite sets of labels, variables, and recursion variables, respectively. Using \( d \) to range over \( \uparrow \) and \( \downarrow \), the set of actions \( \alpha \) and processes \( P \) is given below:

\[
\alpha ::= \text{l}^d(i) \quad \mid \quad \text{l}^d?\chi \quad \mid \quad \text{this}(\chi)
\]
\[ P, Q ::= n \tau | \sum_{i \in I} \alpha_i \cdot P_i | P \parallel Q | (\nu n) P | \mu X. P | X \]

Above, \( n \) and \( x \) denote tuples of names and variables in \( N \) and \( V \), respectively. Actions can be an output \( [d](\vec{n}) \) or an input \( [d](\vec{x}) \), as in the \( \pi \)-calculus, with \( l \in L \) in both cases. The message direction \( \downarrow \) (read "here") decrees that the action it is associated to should take place in the current conversation context, while \( \uparrow \) (read "up") decrees that the action should take place in the enclosing one. We often omit the "here" direction, and write \( l([y])P \) and \( l([\vec{n}])P \) rather than \( l([y])P \) and \( l([\vec{n}])P \). The context-aware prefix this\((x)\) binds the name of the enclosing conversation context to \( x \). The syntax of processes includes the conversation context \( n \tau[P] \), where \( n \in N \). We follow the standard \( \pi \)-calculus interpretation for guarded choice, parallelism, restriction, and recursion (for which we assume \( X \subseteq x \)). As usual, given \( \sum_{i \in I} \alpha_i \cdot P_i \), we write \( 0 \) when \( |l| = 0 \), and \( \alpha_1 \cdot P_1 + \alpha_2 \cdot P_2 \) when \( |l| = 2 \). We assume the usual definitions of free/bound variables and free/bound names for a process \( P \), noted \( fv(P) \), \( bv(P) \) and \( fn(P) \), \( bn(P) \), respectively. The set of names of a process is defined as \( n(P) = fn(P) \cup bn(P) \). Finally, notice that labels in \( L \) are not subject to restriction or binding.

The semantics of the CC is given as a labeled transition system (LTS). As customary, a transition \( P \longrightarrow^\lambda P' \) represents the evolution from \( P \) to \( P' \) through action \( \lambda \). We write \( P \longrightarrow^\lambda \) if \( P \longrightarrow^\lambda P' \), for some \( P' \). We define \( P \longrightarrow P' \) as \( P \longrightarrow^\tau \). We use \( P \longrightarrow^* P' \) to denote the transitive closure of \( P \longrightarrow P' \), and write \( P \longrightarrow^* \) when \( P \longrightarrow^* P' \).

**Definition 6.2.2.** Transition labels \( \lambda \) are defined in terms of actions \( \sigma \), as defined by the following grammar:

\[
\sigma ::= \tau \mid [d](\vec{x}) \mid [d](\vec{n}) \mid \text{this} \mid c \sigma \mid (\nu n) \lambda
\]

Action \( \tau \) denotes internal communication, while \( [d](\vec{x}) \) and \( [d](\vec{n}) \) represent an input and output to the environment, respectively. Action this represents a conversation identity access. A transition label \( \lambda \) can be either the (unlocated) action \( \sigma \), an action \( \sigma \) located at conversation \( c \) (written \( c \sigma \)), or a transition label in which \( n \) is bound with scope \( \lambda \). This is the case of bounded output actions. out\((\lambda)\) denotes the names produced by a transition, so out\((\lambda)\) = \( \sigma \) if \( \lambda = [d](\alpha) \) or \( \lambda = c [d](\alpha) \) and \( c \neq \sigma \). A transition label \( \lambda \) denoting communication, such as \( [d](\vec{x}) \) or \( [d](\vec{n}) \), is subject to duality \( \overline{\lambda} \). We write \( [d](\vec{x}) = [d](\vec{n}) \) and \( [d](\vec{n}) = [d](\vec{x}) | \vec{x} \in V \).

Fig. 6.3 presents the LTS. There, \( \equiv \) stands for a structural congruence relation on processes; see [Vieira 2010] for details. The rules in the upper part of Fig. 6.3
follow the transition rules for a π-calculus with recursion. For instance, rule (CC-Open) corresponds to the usual scope extrusion rule in the π-calculus. The rest of the rules are specific to the CC. Rule (CC-This) captures the name of an enclosing conversation context. Rule (CC-LocL) locates an action to a particular conversation context, and rule (CC-HereL) changes the direction of an action occurring inside a context. Rules (CC-ThisClose1) and (CC-ThisComm1) are located versions of (CC-Close1) and (CC-Comm1), respectively. Rule (CC-ThisLocL) hides an action occurring inside a conversation context. Rules (CC-ThruL) and (CC-TauL) formalize how actions change when they "cross" a conversation context.

Figure 6.3: An LTS for CC. Rules with labels ending with "1" have a symmetric counterpart (with label ending with "2") which is elided.
6.3 C3: CC + Time + Compensations

As anticipated in the Introduction, the syntax of C3 extends that of the CC with timed, compensable conversation contexts and a process for aborting running conversations:

**Definition 6.3.1 (C3 Syntax).** The syntax of C3 processes is obtained from that given in Definition 6.2.1 by replacing the conversation contexts \( n \cdot [P] \) with \( n \cdot [P; Q]_{k+1}^{k} \) (with \( n, k \in \mathbb{N} \) and \( t \in \mathbb{N}_0 \cup \{\infty\} \)) and by adding \( \kappa \)† to the grammar of processes.

Every notational convention introduced for CC processes carries over to C3 processes. In particular, as in the CC, notice that labels in \( \mathcal{L} \) are not subject to restriction or binding. Unlike the LTS of CC, however, we assume a relation of structural congruence with the usual axioms for the \( \pi \)-calculus only (i.e., axioms for \( \alpha \)-conversion, parallel composition, restriction, and the inactive process). In particular, because of the timed nature of conversation contexts in C3 (on which we comment below), we refrain from adopting the axioms for manipulation of conversation contexts given in [Vieira 2010].

The notion of time in C3 is relative to each conversation context: it serves as a bound on the duration of the interactions contained in it. The time signature \( \kappa+1 \) in a conversation context \( \kappa \cdot [P; Q]_{k+1}^{k} \) can evolve into \( \kappa \) if the enclosing process \( P \) executes a 'standard' action (i.e.: any action except a compensation), or to 0 in case \( P \) fires a compensation. Hence, time in C3 is inherently local to each conversation context, rather than global to the whole system. We find this rather fine account of time in accordance with the intention of conversation contexts—distributed pieces of behavior in which the whole communication is organized. Put differently, since conversation contexts are essentially distributed abstractions of the participants of the multiparty interaction, considering a time signature local to each of them is a way of enforcing distribution. Also, as shown by our examples, this notion of time is convenient for the interplay with exceptional behavior.

The LTS for C3 is defined by the rules in Fig. 6.4; transition labels are obtained by extending the set of actions \( \sigma \) of the LTS of CC with a new action \( \kappa \). The convention on rule names for symmetric counterparts given in the LTS of the CC carries over to the LTS of C3. Moreover, for each of the left rules in Fig. 6.4—which describe evolution in the default behavior and have rule names ending in "L"—, there is an elided right rule characterizing evolution in the compensation behavior.

The passage of time in C3 is governed by the time elapsing function below. Intuitively, one time unit passes by as a consequence of the action. (Actions with durations different from one can be easily accommodated.)

**Definition 6.3.2 (Time-elapsing function).** Given a C3 process \( P \), we use \( \phi(P) \) to denote the function that decreases the time bounds in \( P \), inductively defined as:

\[
\phi(n \cdot [Q; R]_{k+1}^{k}) = n \cdot [\phi(Q); R_{k}^{k}] \quad \phi(P | Q) = \phi(P) | \phi(Q) \quad \phi((\nu n) P) = (\nu n) \phi(P)
\]

\[
\phi(n \cdot [Q; R]_{k}^{0}) = n \cdot [Q; \phi(R)]_{k}^{0} \quad \phi(P) = P \quad \text{Otherwise}
\]

Given \( k > 0 \), we define \( \phi^k(P) = \phi(P) \) if \( k = 1 \) and \( \phi^k(P) = \phi(\phi^{k-1}(P)) \), otherwise.
Chapter 6. Dealing with Time and Exceptions

<table>
<thead>
<tr>
<th>(IN)</th>
<th>(OUT)</th>
<th>(THIS)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Image of the rules for the LTS of C3" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We now describe some representative rules of the LTS of C3. Rule (Part1) decrees that executing an action in $P$ decreases in one the time signatures of the conversation contexts in $Q$. This is the only rule that appeals to the time-elapsing function. For example, given an evolution $P \xrightarrow{\lambda} P'$, an environment $(vn) (c \triangleright [P; Q]_{ik}^i)$ in $[R; S]_{iv}^i$, evolves into $(vn) (c \triangleright [P; Q]_{ik}^i) \triangleright [R; S]_{iv}^i$ using (LocL) (Res) and
(PaR1). Rules formalizing communication and closing of scope extrusion do not affect the passage of time. In \( e \downarrow[\{P, Q\}] \downarrow[P; Q] \) \( c \downarrow[R; S] \) \( U \downarrow V \), timer \( t_4 \) will be updated after further applications of (ThrUL) unless \( c \downarrow[R; S] \) \( \lambda \rightarrow \), in which case rules (ThisClose) and (ThisLocL) are applied and only timers \( t_1, t_2, t_3 \) are updated. This means that only the actions leading to a synchronization—but not the synchronization itself—contribute to the passage of time. Visible actions are privileged in the sense that they affect the time bound of the enclosing conversation context—compare rules (ThrUL) and (TaUL).

Rules (Abort), (FailPar1), and (Comp) formalize the essence of the handling of abortion signals and exceptional behavior in C3: the first formalize such signals, the second represents the abortion of a conversation context, and the third formalizes the behavior of an aborted conversation context. Intuitively, compensation signals travel vertically upwards over levels of nested conversations: in \( c \downarrow[\{P\}] \downarrow[P] \) \( Q \) \( R \) \( S \), the compensation signal \( \kappa_f \) will cross its own conversation context and affect the outermost conversation following rule (FailUL). Compensation signals can also affect conversations located in surrounding contexts: \( c \downarrow[\{P\}] \downarrow[P] \) \( Q \) \( R \) \( S \) \( \kappa \), will make conversation \( d \) entering into its compensation mode using (FailPar1), provided \( \kappa_c \neq \kappa_d \). Finally, compensation signals become unobservable if they do lead to abortion (cf. rule (FailInt)).

### 6.4 Expressiveness

Here we comment on the expressiveness of C3 by relating its constructs to those present in similar languages. Below, we consider the fragments of C3 without compensation signals and without time (noted C3\(^{-k}\) and C3\(^{-t}\), respectively). While in C3\(^{-k}\) there are no explicit abortion signals but conversation contexts have time bounds, in C3\(^{-t}\) there are abortion signals, but all conversation contexts have \( \infty \) as time bound. Considering these fragments of C3 can be helpful to illustrate its two main features. Our treatment is largely informal, as our objective is to shed light on the nature of C3. More formal comparisons of relative expressiveness are left for future work.

#### 6.4.0.1 C3 and constructs for exception handling.

We consider the extension of the CC given in Section 6.2 with a try-catch operator. We first extend Definition 6.2.1 with a new action throw and a new process construct try \( P \) catch \( Q \). Then, we extend the LTS of CC with rules TC1-TC5 in Figure 6.5. This is the semantics of exception handling considered in works such as, e.g., [Bravetti & Zavattaro 2009]. Let us refer to this extension as CC\(^{t1}\).

In C3\(^{-t}\) we can model a try-catch construct with such a semantics, as follows:

\[
[\text{try } P \text{ catch } Q]^{t1} = t \downarrow[P]^{t1} \downarrow[P]^{t1} \downarrow[Q]^{t1} \downarrow[Q]^{t1} \downarrow[\text{throw}]^{t1} = \kappa_f^{t1}
\]
with $[\cdot]^C$ being an homomorphism for the other operators, and $\kappa_1$ and $t$ being distinguished fresh names. The encoding captures the semantics of the try-catch operator thanks to the fact that a compensation signal can have effect on the conversation context enclosing it (cf. rule $\text{ TC}^\text{F1}$ in Fig. 6.4).

A compositional encoding in the opposite direction, i.e., an encoding of $\text{C}_3^{-\tau}$ into $\text{CC}^{tc_1}$, in which try-catch blocks are used to model conversation contexts, appears difficult. This is because of the nature of compensation in $\text{C}_3$: extended conversation contexts can be aborted by both internal and external signals (cf. rules $(\text{ F1}^\text{I})$ and $(\text{ F1}^\text{P})$ in Fig. 6.4), and not only by signals inside the try block. A possibility is to define an encoding that, using the number of conversation contexts and abortion signals in the process, creates a try-catch for every possible combination. This is a rather unsatisfactory solution, as interactions may give rise to new conversation contexts, and so the number of “global” try-catch constructs required for the encoding may not be predictable in advance. Based on these observations, we conjecture that $\text{C}_3^{-\tau}$ is strictly more expressive than $\text{CC}^{tc_1}$.

Notice that an encoding such as the above would not work with a CC with try-catch with a different semantics. For instance, semantics enforcing advanced treatment of nested try blocks [Xu et al. 1998] may be difficult to handle. Let us consider $\text{CC}^{tc_2}$, the extension of CC with the semantics given by rules $\text{ TC1}$-$\text{ TC4}$ and $\text{ TC6}$ in Fig. 6.5. This is the semantics used in, e.g., [Caires et al. 2008]. The crucial difference between rules $\text{ TC5}$ and $\text{ TC6}$ is that in the latter the state of the try-block just after the exception has been raised (i.e., $R$ in both rules) is preserved when the exception block (i.e., $Q$) is called for execution, while in the former such a state is discarded. It is not obvious how to represent such a preservation of state in $\text{C}_3$, as the standard part of the conversation context is completely discarded when the context is aborted, and there is no way of accessing it afterwards. We thus conjecture the non existence of an encoding of $\text{CC}^{tc_2}$ into $\text{C}_3^{-\tau}$.
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6.4.0.2 Time and Interruptions in C3.

From the point of view of exceptional behavior, time in C3 can be assimilated to an interruption mechanism over the standard part of a conversation context. We now argue that this character of timed behavior provides a gain in expressiveness from the basic CC to C3−k.

Let \( P = \mu X. \ l_1!\langle n \rangle.X \) be the persistent process which is always ready to offer an output on \( l_1 \). When \( P \) is placed in a CC conversation context, we can infer an infinite sequence of transitions \( c \ll P \xrightarrow{c_1\langle l_0 \rangle} c \ll P \xrightarrow{c_1\langle l_0 \rangle} \cdots \). Now consider the C3−k process \( S = c \ll [P; l_2!(n)]^t \), with \( P \) as before and some finite \( t > 0 \). Using the LTS of C3−k, we infer that \( P \) evolves until \( t = 0 \), when it gets interrupted permanently and the execution control passes to the compensation part of the context. Hence, the observable behavior of \( S \) consists of \( t \) output signals on \( l_1 \), followed by a final output signal on \( l_2 \). This allows us to conjecture that an encoding of C3−k into CC, which preserves persistent behavior, does not exist.

It is useful to consider the situation for persistent behavior when CC is extended with try–catch constructs as the described above. Let us first consider CC_{tc1}. An encoding of C3−k into CC_{tc1} could exploit the fact that the semantics of try–catch allows to interrupt the behavior of a persistent process placed in the try block. However, it is not obvious at all where to place the throw prefixes so as to properly model the passage of time. That is, process interruption could be encoded but not at the right time: hence, it is not possible to guarantee that the behavior of the C3−k process is faithfully captured. Therefore, we conjecture that there is no encoding of C3−k into CC_{tc1}, up to some notion of operational correspondence sensible to timed behavior.

Interestingly, when considering CC_{tc2}, the conjecture appears somewhat more certain since, as discussed before, the semantics of CC_{tc2} does preserve the last state of the try block before the exception is raised. That is, such a semantics does not implement interruption of the try block. This way, using \( P \) defined as above, process \( S' = \text{try} P \text{try} \text{throw.0 catch} l_2!(n) \) would exhibit persistent behavior, even after the exception has been raised. Hence, outputs on \( l_1 \) and the output \( l_2 \) would be observable (interleaved) at the same time.

6.5 A Healthcare Compelling Example

Here we present a compelling example for C3: a medicine delivery scenario, adapted from [López et al. 2009, Campadello et al. 2006], which features time and exceptional behavior. After presenting the scenario, we present a series of models that gradually capture its main aspects. We begin with a basic model in CC, then we present two enhanced models: one capturing compensating behavior (using C3−t) and another capturing time (using C3−k). We then show how C3 allows a more comprehensive specification of the scenario.
6.5.1 The Medicine Delivery Scenario.

We consider a simplified version of a medicine delivery scenario [López et al. 2009, Campadello et al. 2006]. Alice is a patient recently discharged from a hospital after a cardiac arrest. Sensors attached to the patient are monitoring her health conditions 24 hours a day, and data is controlled and processed in an Emergency Response Center (EC). The medicine delivery scenario takes place when Alice feels weak and, instead of driving to the pharmacy to get the medicine, asks to be supported by the EC. To this end, the EC requests a Social Worker (SW) to bring the medicine to Alice. There are both mobile SWs (in charge of requests outside the EC) and in-house SWs (the rest). If none of the mobile SWs can attend the request then an in-house SW is contacted. The selected SW gets appointed by the EC by sending him authorization keys for receiving the medicine and communicating with Alice. The SW can now acknowledge the request and go to the pharmacy. After a successful message exchange between Alice’s terminal and the EC, the SW is authenticated and entitled to receive the medicine. Finally, the SW must authenticate to Alice in order to deliver the medicine. Figure 6.6 presents a specification of the above scenario in the Business Process Modeling Notation (BPMN 2.0), the de-facto notation for executable business processes.

6.5.1.1 Some Considerations: Time and Exceptions

Apart from the functional requirements exhibited on the previous case study, non-functional requirements about the availability of the system are very important in this scenario. For instance, it is necessary to ensure that in the exceptional circumstance in which there are no available social workers nearby the patient, there is always someone who can complete the process and provide the medication. These are local policies (in that they rule the execution of an agent in the system) but have effects at a global level (as they may refer to other agents apart from the ones currently
6.6 Timed and Compensating Models.

We proceed to incrementally define models for the medicine delivery scenario. We shall exploit variants of CC and C3 enhanced with special observable actions, or tests:

**Definition 6.6.1.** Let \( \mathcal{O} \) be a set of names, with \( \mathcal{O} \cap \mathcal{N} = \emptyset \). The set of testing processes is obtained by extending CC and C3 as follows: the grammar of prefixes \( \alpha \) is extended with a testing prefix \( \check{\alpha} \), with \( \alpha \in \mathcal{O} \). Also, the associated LTS is extended with the rule \((\text{Test})\) \( \check{\alpha} P \xrightarrow{\check{\alpha}} P \). Given a process \( P \), we define \( \text{tn}(P) = \{ \alpha \in \mathcal{O} | \check{\alpha} \text{ occurs in } P \} \).

We sometimes call \( \mathcal{O} \) the set of testing names; observe that via the above definition we also obtain extensions for \( C3^{-1} \) and \( C3^{-k} \). Our first model is a CC specification giving only the basic interacting behavior in the medicine delivery scenario. We call this process \( T \), and is presented in Figure 6.7. There are three conversation contexts, one for each agent involved in the business process: \( A \) (the patient), \( B \) (the EC), and \( C \) (the SW). Observe how we have added test prefixes at the end of each conversation context; this will be useful to observe the completion of the behavior of each agent. Interactions are meant to occur between \( A \) and \( B \) first, then between \( B \) and \( C \), and finally between \( C \) and \( A \). More precisely, \( A \) starts the protocol by invoking service \( AB \), located at \( B \). The body of \( \text{new} B \cdot AB \leftrightarrow \ldots \) first receives a request from \( A \), and then extends the established conversation so as to include \( C \), using the idiom \( \text{join} C \cdot BC \leftrightarrow \ldots \). Once \( A \), \( B \), and \( C \) share the conversation, they are able to interact between each other. This is evident in interactions on \( c \) and \( \text{acc} \) between \( B \) and \( C \) and interactions on a between \( A \) and \( B \). Once the prefix \( \check{\alpha} \) is emitted, \( A \) and \( C \) can interact on \( a2 \) and \( a3 \), and tests \( \check{a}, \check{c} \) are observed.

![Figure 6.7: Medicine Delivery Scenario: Basic Model in CC](image-url)
6.6.1 Exceptional Behavior.

We now consider two different variants of model $T$. The first one, denoted $S^F$, extends $T$ with compensation activities only. The second variant, denoted $S^T$, extends $T$ with explicit timed behavior and is described later on. The model for $S^F$ is given in $C^3_{-\tau}$, and is presented in Figure 6.8. Essentially, $S^F$ extends $T$ by giving a patient the capability of contacting twice the EC, either at patients’ discretion or fired by the sensors attached to him. Moreover, the SW can either accept or ignore the request; in the former case the EC will compensate by contacting its in-house SW.

The model of the medicine deliver scenario in $C^3_{-\tau}$ differs from that in CC in three ways. First, it allows the SW to refuse the engagement in the interaction; this is modeled as a non-deterministic output on dny. Second, it includes the specification of a nurse that will take care of delivering of the medicine in case the SW cannot be engaged in the interaction. Third, it allows for all conversation contexts to have compensating activities. In case of the patient, it abstracts the fact that he can call for attention more than once in case the service is not provided. As for the EC, it can use compensating activities to restart the requests refused by the SW and appoint a nurse instead. Here, we model explicit compensations (e.g., the emission of $\kappa^?_B$ in EC) and chains of compensations (i.e., the compensating part of $A$ follows after the...

\[ S^T \text{ def} = Patient \mid EC \mid SW \mid Nurse \quad \text{where:} \]

\[ Patient \text{ def} = A \mid [\text{new } B \cdot AB \leftarrow b(l), a?l(z, m), a2?l(z, m), a3?l(p), \checkmark a; \]

\[ \text{new } B \cdot AB \leftarrow b(l), a?l(z, m), a2?l(z, m), a3?l(p), \checkmark a]^a \]

\[ EC = B \mid [\ast \text{def } AB \Rightarrow b?l(y), \text{join } C \cdot BC \leftarrow \]

\[ c?l(y), (0) \]

\[ + \]

\[ \text{acc}?l(v)(v'pk) a?l(v, pk), c?l(pk), \checkmark b; \]

\[ \ast \text{def } AB \Rightarrow b?l(y), \text{join } D \cdot BD \leftarrow d?l(y), \text{acc}?l(v)(v'pk) a?l(v, pk), c?l(pk), \checkmark b]^b \]

\[ SW = C \mid [\text{def } BC \Rightarrow c?l(z), ((v'v \text{ acc}?l(v), c?l(m_n), a2?l(k, m), a3?l(p)), \checkmark c; 0]^c \]

\[ Nurse = D \mid [\text{def } BD \Rightarrow d?l(z), ((v'v \text{ acc}?l(v), d?l(m), a2?l(k, m), a3?l(p)), \checkmark c; 0]^d \]

Figure 6.9: Medicine Delivery Scenario: Model in C3−k

compensating part of B has been activated). A model such as \( S^F \) improves \( T \) in that it is able to express exceptional behavior that is represented explicitly, but falls short to express more implicit forms of exceptional behavior that have to deal with time bounds. Despite its enhanced expressiveness for process compensations, a model in C3−t is yet not able to deal with constraints involving the evolutions of the whole system, as required in these kind of scenarios. In fact, although there is not a notion of "global time" in this model, the (local) evolution of time in a process does affect the time signatures of surrounding processes (i.e., located within and in parallel to it). Hence, one may argue that via time signatures we are able to express a general notion of evolution that goes beyond local change.

6.6.2 A timed model.

We consider now a model where compensations are fired by implicit time constraints only. Process \( S^T \) in Figure 6.9 formalizes in C3−k the case where A needs to get the medicine within \( t_A \) time units. \( S^T \) is an extension of \( T \); the main improvements are the compensation parts in conversation contexts, which are associated to time bounds. Reaching the time bound in \( t_A \) means that the manual request for attention fired by the patient has expired, so the exceptional behavior will automatically restart the request. Similarly for the EC: once time bound \( t_B \) is reached, it will migrate the request for service from the SW (cf. conversation context \( C \)) to the Nurse (cf. conversation context \( D \)). This is in line with the treatment of timed aspects as outlined by clinical guidelines, such as the described in [Terenziani et al. 2000].

As opposed to \( S^F \), in \( S^T \) we lack explicit signals to trigger a compensation activity. This entails some limitations in our model. For instance, in the case that the mobile SW responds negatively to a request from a EC, then the EC should be able to immediately enable a compensation activity and send its on-site SW. In general,
triggering exceptional behaviors through time passing only is far from ideal in the case of compensation activities which need to be triggered as soon as some certain event occurs.

6.6.3 Putting all together.

Exploiting the best features of $S^F$ and $S^T$, a model of the medicine delivery scenario in $C3$ is presented in Figure 6.10. Process $S$ extends $T$ with differences in the interaction between conversations. In particular, the body of the service $AB$ located at $B$ contains calls to $DB$, a database containing the contacts of available SWs.\(^1\) The direction of the messages between $DB$ and the service is $\uparrow$, as communications have to cross the boundary defined by the service definition. $AB$ describes the process that first selects one of the SWs and then forwards the request for attention started by the patient. Process $C_n$ represents the behavior of the $n$-th instance of a mobile SW. As in $S^F$ and $S^T$, in $S$ the SW can either accept or ignore the request; in the latter case the process iterates until some SW is appointed. Upon acceptance, $B$ will generate new credentials identifying the SW (represented in the model with a fresh name $m$); in turn, these will be transmitted to the patient for further checking.

Two important exceptional behaviors can be observed in this example. The first one concerns the prompt response required by the patient. In case the request for attention is not delivered on due time and the patient starts feeling dizzy, sensors attached to patient’s body can detect a decrease in his health conditions (say, blood pressure) and restart automatically the medicine delivery process in order to ensure the request call is answered. The behavior of the sensors here is abstracted by a non-deterministic choice. This behavior is present in the compensated part of $A$, and it will be fired either when the expected time $t_A$ has been exhausted, or when the EC reports unavailability (represented by signal $\kappa_A\uparrow$). The second timeout refers to internal process requirements from $B$, which stipulate that each request for attention has to be attended within $t_B$ time units. This is irrespective from any further communication done elsewhere. The EC is fault tolerant, and on unavailability of a mobile SW, it will rely on the nurse.

6.6.4 The Semantics At Work.

Let us illustrate the LTS of $C3$ by revisiting the health care scenario discussed in the introduction. We describe the evolution of a modified $S$ where the EC provides fault-handling with respect to its local database. This example is useful to appreciate the way time in $C3$ is defined. On failure to find available mobile SWs, the system will emit a signal $\text{NA}\uparrow()$ that later will be used to spawn the compensation mechanisms of the EC and further contact its in-house SW. The modified system is as in Fig. 6.10.

\(^1\)We could have well invoked a database both in $S^F$ and $S^T$, but we refrained to do so in order to keep those models simple.
Let us focus on the interaction between expanding the definition of EC SW


where

\[
S = \text{Patient} | \text{EC} | \text{SW}_n | \text{Nurse}
\]

Patient = \text{new } B \cdot AB \leftrightarrow b!(l). \ a2?(x, m). \ a3?(p). \ \check{a} + \kappa_A^{\uparrow}\\
\text{new } B \cdot AB \leftrightarrow b!(l). \ a2?(x, m). \ a3?(p). \ \check{a} + \kappa_A^{\uparrow}
\]

SW_n = C_n \ \text{def } BC \Rightarrow c!(x). \ ((vv) \ \text{dny}(v) + \text{acc}(v)). \ c!(m_n). \ a2!(n, m_n). \ a3!(p). \ \check{c} : 0|_{\kappa_C}

Nurse = D @def BD \Rightarrow d!(x). \ ((vv) \ \text{acc}(v). \ d!(m). \ a2!(k, m). \ a3!(p). \ \check{c} : 0|_{\kappa_D}

EC = B \upharpoonright DB \mid * \text{def } AB \Rightarrow b!(y). \ \mu X. \ \text{req}^{\uparrow}(y). \ \text{rep}^{\uparrow}(n).

join C_n, BC \Leftarrow c!(y). \ (\text{dny}(v). \ X + \text{acc}(v). \ (vm) \ \text{al}(v, m). \ c!(m)) ;

\kappa_A^{\uparrow} | DB \mid * \text{def } AB \Rightarrow b!(y). \ join D, BD \Leftarrow d!(y). \ \text{acc}(v). \ (vm) \ \text{al}(v, m). \ d!(m)|_{\kappa_D}

Figure 6.10: The medicine delivery scenario in C3

with the following definitions for \(A\) and \(B\):

\[
A @new B \cdot AB \leftrightarrow b!(l) a2?(x, m). a3?(p). CA|_{\kappa_A}^{\uparrow}
\]

B @DB \mid * \text{def } AB \Rightarrow b!(y). \ \mu X. \ \text{req}^{\uparrow}(y). (NA^{\uparrow}!) \ k_B^{\uparrow} + \text{rep}^{\uparrow}(n).

join C_n, BC \Leftarrow c!(y). (\text{dny}(v). \ X + \text{acc}(v). (vm) \ \text{al}(v, m). c!(m));

\kappa_A^{\uparrow} | DB \mid * \text{def } AB \Rightarrow b!(y). \ join D, BD \Leftarrow d!(y). \ \text{acc}(v). (vm) \ \text{al}(v, m). d!(m)|_{\kappa_D}

where in \(A\), \(CA\) corresponds to the compensating behavior of \(A\) in Fig. 6.10. By expanding the definition of \text{def} and \text{new}, we have:

\[
A @[(vc) (B @[AB!(c) ; 0|_{\kappa_B}^{\infty}) | c @[^P_A, 0|_{\kappa_A}^{\infty}) ; CA|_{\kappa_A}^{\uparrow}]
\]

\[ B @[DB \mid AB?(x), x @[^P_B, 0|_{\kappa_B}^{\infty}) ; k_B^{\uparrow}|_{\kappa_B}^{\infty} \mid C_n \mid D \]

where \(P_A, P_B\) are abbreviations of the behaviors at patient and EC sides, respectively. Let us focus on the interaction between \(A\) and \(B\). First, we infer the following output transition from \(A\), using rules (Out), (LocL), (Open), (Par1) and (Thrul):

\[
A @[(vc) (B @[AB!(c) ; 0|_{\kappa_B}^{\infty}) | c @[^P_A, 0|_{\kappa_A}^{\infty}) ; CA|_{\kappa_A}^{\uparrow} \rightarrow^{(vc) \ \text{B AB}(c)} A @[(vc) (B @[0|_{\kappa_B}^{\infty}) | c @[^P_A, 0|_{\kappa_A}^{\infty}) ; CA|_{\kappa_A}^{\uparrow}^{-1}]
\]

We can also infer an input transition from \(B\), using rules (In), (Par2), and (LocL):

\[
B @[DB \mid AB?(x), x @[^P_B, 0|_{\kappa_B}^{\infty}) ; k_B^{\uparrow}|_{\kappa_B}^{\infty} \rightarrow^{B \ AB!(c)} B @[(\phi(DB) \mid c @[^P_B, 0|_{\kappa_B}^{\infty}) ; k_B^{\uparrow}|_{\kappa_B}^{\infty}^{-1}]
\]

Given these transitions, a synchronization can be inferred using rule (Close1), taking \(c\) as shared name for \(A\) and \(B\) to communicate. When considering the system as a
whole, this synchronization will affect the time signatures in agents $C_0$ and $D$; this is formalizes using rule $(\text{PAR}1)$. We then have:

\[
\nu c \left( A \bigtriangledown | B \bigtriangledown | 0 \bigtriangledown 0^\infty | \phi^4 (P_A) ; 0 \bigtriangledown 0^\infty ; CA|_{k_A}^{-1} \right) \\
B \bigtriangledown | \phi^3 (DB) | \phi | P_B ; 0 \bigtriangledown \kappa^3 | \phi^3 | \phi^4 (C_n) | \phi^4 (D) = S'
\]

At this point, the default behavior of the system allows $B$ to communicate locally with DB and ask for a SW. After receiving $\text{NA}_A(c)$ from DB, the system evolves into:

\[
\nu c \left( A \bigtriangledown | B \bigtriangledown | 0 \bigtriangledown 0^\infty | \phi^4 (P_A) ; 0 \bigtriangledown 0^\infty ; CA|_{k_A}^{-4} \right) \\
B \bigtriangledown | \phi^3 (DB) | \phi | 0^\infty | \kappa^{\phi^3 (DB)} | \phi^4 (C_n) | \phi^4 (D) = S''
\]

Here the abortion mechanisms come into play: by the erosion of $\kappa^{\phi^3}$ it is possible to switch to the compensating part of the conversation despite there is still some time before reaching a timeout. Compensation signals will travel upwards among conversations. Applying $(\text{ABORT})$, $(\text{FAILTHRUL})$, $(\text{FAILINT})$ and $(\text{PAR}1)$, we obtain:

\[
S'' \xrightarrow{\tau} \nu c \left( A \bigtriangledown | B \bigtriangledown | 0 \bigtriangledown 0^\infty | \phi^4 (P_A) ; 0 \bigtriangledown 0^\infty ; CA|_{k_A}^{0} \right) \\
B \bigtriangledown | \phi^4 (DB) | \phi | 0^\infty | \kappa^{\phi^4 (DB)} | \phi^4 (C_n) | \phi^4 (D)
\]

Finally, compensating signals can travel across conversation contexts in parallel. After the execution of $(\text{ABORT})$, $(\text{COMP})$, $(\text{FAILPAR}1)$ and $(\text{PAR}1)$, below we can see how the exceptional behavior of $B$ makes $A$ search for an alternative solution (i.e.: restart the request and increase the emergency level):

\[
S'' \xrightarrow{\tau} \nu c \left( A \bigtriangledown | B \bigtriangledown | 0 \bigtriangledown 0^\infty | \phi^4 (P_A) ; 0 \bigtriangledown 0^\infty ; CA|_{k_A}^{0} \right) \\
B \bigtriangledown | \phi^4 (DB) | \phi | 0^\infty | \kappa^{\phi^4 (DB)} | \phi^4 (C_n) | \phi^4 (D)
\]

### 6.6.5 Refining the Initial Model.

We now explore a very basic notion of simulation for comparing models featuring timed and exceptional behavior. Roughly speaking, we say that a model (e.g., an implementation) refines another model (e.g., a specification) if it passes the same tests. One would expect the implementation to contain more behavior (for instance, compensation activities and timeouts) than the specification, therefore we aim for refinement to be a preorder (i.e.: a reflexive, transitive but not symmetric) relation.

The following definitions are specialized for our refinement setting, coming from classical notions of simulation [Milner 1999] and testing [De Nicola & Hennessy 1984]:

**Definition 6.6.2 (Refinement).** Let $O$ be a non-empty set of testing names. A binary relation over testing processes $R$ is a refinement up to $O$ if $P R Q$ implies:

1. if $P \xrightarrow{O} P'$ then $\exists Q' : Q \xrightarrow{O} Q'$ and $P' R Q'$ and
2. $\forall o \in O , P \xrightarrow{o} P'$ implies $\exists Q' : Q \xrightarrow{O} Q'$ and $P' R Q'$.

We say that $Q$ refines $P$ up to $O$ (written $P \subseteq_O Q$) if there exists a refinement up to $O R$ such that $P R Q$.
Proposition 6.6.3 (Refinement is a preorder). Let $O$ be a fixed set of testing names. Then $\subseteq O$ is a preorder on processes (i.e., a reflexive and transitive order relation).

Proof. It is immediate to see that relation $\{(P, P) \mid P$ is a testing process$\}$ is a refinement up to $O$, thus $\subseteq$ is reflexive. For transitivity, we have to show that if $R_1, R_2$ are refinements up to $O$, then their composition, defined as $R_1R_2 = \{(P, S) \mid \exists Q, P \mathbin{PR_1} Q \land Q \mathbin{R_2} S\}$, is also a refinement up to $O$. We thus verify the two conditions in Definition 6.6.2.

For the first condition, let $(P, S) \in R_1R_2$ and suppose $P \mathbin{\rightarrow^*} P'$. We have to exhibit a process $S'$ such that $S \mathbin{\rightarrow^*} S'$ and $P' \mathbin{R_1R_2} S'$. By definition of $R_1R_2$ there exists a $Q$ s.t. $P \mathbin{PR_1} Q$ and $Q \mathbin{R_2} S$. Hence, if $P \mathbin{\rightarrow^*} P'$ then there exists a $Q'$ s.t. $Q \mathbin{\rightarrow^*} Q'$ and $P' \mathbin{R_1} Q'$. In turn, this ensures the existence of the desired $S'$, as $S \mathbin{\rightarrow^*} S'$ and $Q' \mathbin{R_2} S'$. Hence, $P' \mathbin{R_1R_2} S'$.

The reasoning for the second condition is similar and holds because both $R_1, R_2$ are refinements up to the same set of testing names, $O$. Suppose $P \mathbin{\rightarrow} P'$. We have to exhibit a process $S'$ such that $S \mathbin{\rightarrow} S'$ and $P' \mathbin{R_1} Q$ and $Q \mathbin{R_2} S$. Hence, if $P \mathbin{\rightarrow^*} P'$ then there exists a $Q'$ s.t. $Q \mathbin{\rightarrow^*} Q'$ and $P' \mathbin{R_1} Q'$. Since $Q'R_2 S$, $S$ can match all these actions, and the existence of an $S'$ such that $S \mathbin{\rightarrow} S'$ and $Q' \mathbin{R_2} S'$ is ensured. Hence, $P' \mathbin{R_1R_2} S'$.

We are now ready to establish the relation between the models introduced before.

Proposition 6.6.4. Let $T, S_F, S_T, S$ be the processes defined above. Then we have:

\[ T \subseteq S_F, T \subseteq S_T, T \subseteq S, S_T \notin S_F \text{ and } S_F \notin S_T. \]

Sketch. Following Def. 6.6.2, it is sufficient to show that there exist relations $R_1, R_2,$ and $R_3$ which are simulation relations under $tn(T)$ such that $T \mathbin{R_1} S_F, T \mathbin{R_2} S_T,$ and $T \mathbin{R_3} S$. The last two cases can be proven by counterexamples.

We discuss the case of $R_3$ below. Consider the relation of pairs of process states between $T$ and $S$, so $R_3 = \{(T, S), (T_1, S_1), (T_2, S_2), (T_3, S_3), (T_4, S_4), (T_5, S_5), (T_6, S_6), (T_7, S_7), (T_8, S_8), (T_9, S_9), (T_{10}, S_{10}), (T_{11}, S_{11}), (T_{12}, S_{12})\}$ denoted by the dotted lines in the following diagram:

2Note that there is a set of possible process transitions for each instantiation of the time signature $t$ in a conversation $n \models [P, Q]^e_t$. 
Above $S_i, T_i$ represent the i-th transitions of processes $S$ and $T$, arrows without labels represent unobservable transitions from synchronizations between different conversations, and $t_i$ denotes the execution of a test for process $i$. Similarly, $\kappa^\dagger$ represent the firing of a compensation signal $\kappa$. Intuitively, the diagram above describes how the simple tests and the complete specification are related to each other: They behave equally up-to pair $(T_2, S_2)$, where $S$ include extra evolutions describing its consultation on the social-workers database, meeting again in pair $(T_3, S_3)$. The simulation goes onwards until having reached the communication of social worker credentials between $B$ and $A$ (pairs $(T_6, S_8)$), but timeout $t_B$ is reached and compensation processes for $A$ and $B$ are fired. When reaching pair $(T_7, S_{13})$ we get back to a consistent state, and $S$ can perform the tests given in $T$.

6.7 Related Work

Although there is a long history of timed extensions for (mobile) process calculi (see, e.g., [Berger & Honda 2000]) and the study of constructs for exceptional behavior has received significant attention (see [Ferreira et al. 2010] for a recent overview), time and its interplay with forms of exceptional behavior do not seem to have been jointly studied in the context of models for structured communication. In our previous work [López et al. 2010] we have studied an LTL interpretation of the session language in [Honda et al. 1998] and proposed a extension of it with time, declarative information, and a construct for session abortion. The language in [Honda et al. 1998] is however limited for our purposes, as it does not support multiparty interactions. The differences in expressiveness between C3 and a previous variant of the CC featuring try-catch constructs [Vieira et al. 2008] have been already discussed in Section 6.4.

In the past, time and exceptional behavior have been considered only separately in orchestrations and choreographies. With respect to time, Timed Orc [Wehrman et al. 2008] introduced real-time observations for orchestrations by introducing a delay operator. Timed COWS [Lapadula et al. 2007b] extends COWS (the Calculus for Orchestration of Web Services [Lapadula et al. 2007a]) with operators of delimitation, abortion, and delays for orchestrations; we are not aware of reasoning techniques for Timed COWS. With respect to exceptional behavior, [Carbone et al. 2008, Capecchi et al. 2010] propose languages for interactional exceptions, in which exceptions in a protocol generate coordinated actions between all peers involved. Associated type systems ensure communication safety and termination among protocols with normal and compensating executions. In [Capecchi et al. 2010], the language is enriched further with multiparty session and global escape primitives, allowing nested exceptions to occur at any point in an orchestration. As for choreographies, [Carbone 2008] introduced an extension of a language of choreographies with try/catch blocks, guaranteeing that embedded compensating parts in a choreography are not arbitrarily killed as a result of an abortion signal.

On a similar track, the work in [Hongli et al. 2007] presents a denotational semantics based on traces for a simple language for choreographies with exception
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handling and finalization constructs, allowing a projection from exceptional behavior of a choreography to its endpoints. The main differences from our approach are the language constructs and the semantics for compensable behavior used. First, the language for choreographies used assume that there is a principal taking the decisions about which branches to execute, whereas the semantics of choice in C3 assume a fully distributed system where any choice is equally possible. Second, the semantics of the compensating blocks act pretty much like exceptions in sequential languages, where exceptions are evaluations of expressions, and there is no treatment for nesting contexts.

Our work has been influenced by extensions to the (asynchronous) π-calculus, notably [Laneve & Zavattaro 2005, Berger & Honda 2000]. In particular, the role of the time-elapsing behavior for conversation contexts used in C3 draws inspiration from the behavior of long transactions in webπ, and from the π-calculus with timers in [Berger & Honda 2000]. Notice that the nature of these languages and C3 is very different. First, the communication model is different: C3 is synchronous, while the calculi in [Laneve & Zavattaro 2005, Berger & Honda 2000] are asynchronous. Second, webπ is a language tailored to study long-running transactions, and therefore exceptions in webπ and compensations in C3 have a completely different meaning, even if both constructs look similar.

6.8 Concluding Remarks

We have presented C3, a variant of the CC in which conversation contexts have an explicit duration, a compensation activity, and can be explicitly aborted. We have informally discussed the expressiveness and relevance of its two main features: explicit abortion signals and timed behavior. We have illustrated these features in a healthcare scenario of structured communications.

Ongoing Work. There are a number of directions which are worth pursuing based on the developments presented here. The most pressing issue concerns analysis techniques for C3 specifications. We would like to develop type disciplines for ensuring communication correctness in models featuring time and exceptional behavior. For this purpose, conversation types [Caires & Vieira 2010] and the linear/affine type system proposed in [Berger & Yoshida 2007] might provide a reasonable starting point. We are also interested in a notion of refinement between a model in CC and an associated model in C3. In this chapter we report some preliminary ideas in this direction: intuitively, the objective is to decree that a C3 model is a refinement of a related CC model if they pass a set of tests present in both models; the challenge is to obtain suitable characterizations for such tests, considering time and the execution of compensating behavior.

A different research direction concerns obtaining formal separation results for the expressiveness conjectures stated in Section 6.4. Different models for exception handling induce different semantics for treating exceptional behavior; it would be
interesting to understand their precise relation in terms of expressiveness. While some previous work has addressed similar questions [Lanese et al. 2010], we think it would be interesting to study such question in the context of concrete models for structured communications, such as CC and C3.

Finally, we are interested in equipping C3 with behavioral equivalences, and associated properties in the lines of that proposed for the CC. In particular, we would like to obtain a set behavioral equations (such as those defined for the CC in [Vieira et al. 2008, Prop. 4.3]) as a reasoning technique for C3. Such behavioural equivalences have to take into account the different nature of compensations here presented, and they are related to the work in communicating transactions [de Vries et al. 2010], with the difference that C3 does not assume any coordination checkpoint.
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Appendix 6.A Further Examples: Running the Buyer-Seller example

Let us illustrate the LTS of C3 by revisiting the extended purchase scenario discussed in the introduction. We describe the evolution of the system where the buyer invokes Seller1 with an expected response time of two time units. We recall the definition of the complete system:

\[
\text{NewBuyer} | \prod_{i \in \{1,2,3\}} \text{new Seller}_i \cdot \text{BuyService with}(e_i, v_i) \leftrightarrow \{P_i, Q_i\}
\]

\[
| C_{\text{ontrol}} ; \text{CancelOrder}_{i}^{\text{max}}
\]

\[
| \prod_{i \in \{1,2,3\}} \text{Seller}_i \cdot DB | \text{def} \text{BuyService with}(b, w_i) \Rightarrow \{\text{offer}(\text{prod}), \text{askPrice}(\text{prod}), \text{priceVal}(p), \text{price}(p), \text{join} \text{Shipper} \cdot \text{DeliveryService} \mapsto \text{product}(\text{prod}), R_i, \text{CancelSell}_{i}^{\text{max}}
\]

\[
| \text{Shipper} \cdot \text{def} \text{DeliveryService with}(d, t) \Rightarrow \{\text{product}(p), \text{data}(T), R_i, \text{CancelSell}_{i}^{\text{max}}
\]

where \(P_i = \text{offe}(\text{prod}), \text{price}(p), \text{com}(p), \text{details}(d)\). By expanding the definition of def and new, we have:

\[
\text{NewBuyer} | (\nu c) (\text{Seller}_1 \cdot \text{BuyService with}(c) ; 0^{\infty} | c \cdot \{P_1, Q_1\}^{2}) | S_b \cdot C_{\text{ontrol}} ; \text{CancelOrder}_{i}^{\text{max}}
\]

\[
| \text{Seller}_1 \cdot DB | \text{BuyService with}(y) ; y \cdot \{\text{offer}(\text{prod}) \cdot \ldots ; R_i^{b} ; \text{CancelSell}_{i}^{b}
\]

\[
| S_b \cdot \text{Shipper}
\]

where \(S_b\) abbreviates the definitions of \(\text{Seller}_2\) and \(\text{Seller}_3\) at the buyer side, and \(S_c\) is the analogous process at the shippers side. Focusing on NewBuyer, we can
infer the following transition, using rules (Out), (Res), (LocL), and (Par1):

\[
\text{NewBuyer} \parallel (\text{vc}) \quad (\text{Seller}_1 \parallel \text{BuyService!(c)} : 0^\infty_B) \quad \text{c} \parallel [P_1 ; Q_1^0] \quad S_B ; \quad \text{CancelOrder}_{I x}^{\text{max}}
\]

\[
\text{(vc)} \quad \text{Seller}_1, \text{BuyService!(c)} \quad \overset{\rightarrow}{\longrightarrow} \quad \text{NewBuyer} \parallel (\text{vc}) \quad [\text{BuyService!(c)} : 0^\infty_B] \quad \text{c} \parallel [P_1 ; Q_1^0] \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}}
\]

which decreases the time bound for conversation context c to 1. The behavior of Seller_1 is completely complementary to the above output, as inferred by using (IN), (LocL), and (Par1):

\[
\text{Seller}_1 \parallel (\text{vc}) \quad (\text{DB} | \text{BuyService?}(y). \ y \parallel \text{offer!(prod)}. \ \cdot \cdot \cdot ; R_1^{|n_1|})
\]

\[
\text{CancelSell}_{I x}^{n_1}
\]

\[
\text{(vc)} \quad \text{Seller}_1, \text{BuyService!(c)} \quad \overset{\rightarrow}{\longrightarrow} \quad \text{Seller}_1, \parallel (\text{vc}) \quad (\text{DB} | \text{c} \parallel \text{offer?}(prod). \ \cdot \cdot \cdot ; R_1^{|n_1|}, \text{CancelSell}_{I x}^{n_1-1})
\]

Given these two transitions, a synchronization can be inferred using rules (CloseL) and (Par1), using c as shared name for NewBuyer and Seller_1 to communicate. The state of the system is then:

\[
\text{(vc)} \quad (\text{NewBuyer} \parallel (\text{vc}) \quad (\text{Seller}_1 \parallel [\text{DB} | \text{BuyService?}(y). \ y \parallel \text{offer!(prod)}. \ \cdot \cdot \cdot ; R_1^{|n_1|}, \text{CancelSell}_{I x}^{n_1}]) \quad \text{c} \parallel [P_1 ; Q_1^0] \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}}
\]

where W represents the rest of the system. At this point, a communication on offer between NewBuyer and Seller_1 becomes possible. Omitting process Seller_1 \parallel [0 ; 0^\infty_B], at the buyer side we have:

\[
\text{(vc)} \quad (\text{NewBuyer} \parallel (\text{vc}) \quad (\text{Seller}_1 \parallel \text{price?}(p). \ \cdot \cdot \cdot ; Q_1^0) \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}})
\]

\[
\text{c offer!(prod)} \quad \overset{\rightarrow}{\longrightarrow} \quad \text{(vc)} \quad (\text{NewBuyer} \parallel (\text{vc}) \quad (\text{Seller}_1 \parallel [\text{DB} | \text{c} \parallel \text{price?}(p). \ \cdot \cdot \cdot ; Q_1^0) \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}})
\]

while Seller_1 makes an input transition located at c, inferred using (Out) and (LocL):

\[
\text{(vc)} \quad (\text{Seller}_1 \parallel (\text{vc}) \quad (\text{DB} | \text{c} \parallel \text{offer!(prod)}. \ \cdot \cdot \cdot ; R_1^{|n_1|})) \quad \text{c offer!(prod)} \quad \overset{\rightarrow}{\longrightarrow} \quad \text{(vc)} \quad (\text{Seller}_1 \parallel (\text{vc}) \quad (\text{DB} | \text{c} \parallel \text{askPrice?}(p). \ \cdot \cdot \cdot ; R_1^{|n_1-1|}, \text{CancelSell}_{I x}^{n_1-1}) \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}})
\]

Again, these complementary transitions can synchronize, thus firing an unobservable transition inferred using rule (Comm). The system then evolves to

\[
\text{(vc)} \quad (\text{NewBuyer} \parallel (\text{vc}) \quad (\text{Seller}_1 \parallel [\text{DB} | \text{c} \parallel \text{askPrice?}(p). \ \cdot \cdot \cdot ; R_1^{|n_1-1|}, \text{CancelSell}_{I x}^{n_1-1}) \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}})
\]

\[
\text{ Seller}_1 \parallel (\text{vc}) \quad (\text{DB} | \text{c} \parallel \text{askPrice?}(p). \ \cdot \cdot \cdot ; R_1^{|n_1-1|}, \text{CancelSell}_{I x}^{n_1-1}) \quad \phi(S_B) ; \quad \text{CancelOrder}_{I x}^{\text{max}}
\]
At this point, the default behavior of the system establishes that Seller\(_1\) contacts \(DB\) in order to communicate the price of the selected product to NewBuyer. However, we notice that conversation context \(c\) inside NewBuyer has reached a timeout. As a consequence, the only possible way for progressing is by engaging into the compensating behavior, represented by process \(Q_1\). Assuming \(Q_1 \overset{\lambda}{\rightarrow} Q'_1\), the evolution of the compensating behavior can be inferred using rule (Comp). We then have:

\[
\begin{align*}
\text{(vc)} & \quad (\text{NewBuyer} [c \triangleright \text{price?}(\cdot)], \cdots); Q'_1; \phi'(S_0); \text{CancelOrder}^{||_{\text{max}}} \\
\text{Seller}_1 [\text{DB} | c \triangleleft \text{askPrice}^{||}(\text{prod}), \cdots]; R_{1_{\text{max}}}; \text{CancelSell}^{||_{\text{max}}} \mid \phi^3(W)
\end{align*}
\]

Appendix 6.B  Proofs of Proposition 6.6.4

For \(R_1\), consider the relation of pairs of process states between \(T\) and \(S^F\) denoted by the dotted lines in Figure 6.11:

For \(R_2\), consider the relation of pairs of process states between \(T\) and \(S^T\) denoted by the dotted lines in Figure 6.12\(^3\).

Finally, the counterexamples are built from the evolutions of \(S^F\) and \(S^T\) presented in Figure 6.11 and Figure 6.12, respectively. For \(R_4\), the relation breaks when \(S^T\) reach state \(S_8^T\), that enables conversation \(A\) to start its compensating part after reaching a timeout. At this point of the evolution, the matching state at \(S^F(S_8^F)\) cannot restart the process, and therefore will be blocked. Similar case happens when constructing \(R_5\), as it is impossible to map the states derived from the explicit compensation procedure generated by \(S^F\) in state \(S_2^F\).

\(^3\)In this example, we consider \(t_0 > t_4\).
Figure 6.11: Relations between $T$ and $S^F$. 
Figure 6.12: Relations between $T$ and $S^T$. 
In Chapter ?? and Chapter 5 we discussed how declarative visions of communication-centred programs can provide more flexibility to specifications. The connection between program specifications and a logical framework can provide such flexibility, and allows for automated verification of program specifications with respect to a logical formulae. In this chapter we explore how to introduce such flexibility directly in the specifications. In this chapter we present initial ideas towards Open Specifications. An open specification has two components: a system description that presents the sequence of activities that must be performed, and “open” activities: tasks that a system may do and still conform to the specification. Here we present short notes on two initial, independent ideas towards the definition of refinement relations for open specifications. First, in Section 7.1 we propose a new denotational behavioural model called open mixed trees which generalises standard model of labelled trees (where labels are marked as negative, positive or both) by annotating each state with a set of so-called open actions and a flag indicating if termination is allowed in the state or not. The definition of refinement is then a generalisation of covariant-contravariant simulation that also takes account of termination and allows intermediate open parts of the specification. Second, in Section 7.2 we explore transition systems with responses for the specification of open specifications. A transition system with responses is a new generalisation of modal transition systems that allows for natural of deadlock freedom and liveness for infinite computations. Here we present a definition of refinement that fits transition systems with responses.
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This chapter collects the ideas presented in [Carbone et al. 2011, Carbone et al. 2012]
7.1 Refinement for Open Mixed Trees

*Motivation*  The most common way of specifying concurrent systems is to take a set of communicating processes, and establish their interactions using input-output primitives. Think for a second on healthcare workflow process in which you have a patient Alice, a doctor Bob, and a Social Worker Charlie. The workflow describes the case were a patient feels dizzy and comes to the doctor to get diagnosed, prescribed and controlled along his illness. The following set of activities are included in the first specification $S$:

1. Alice comes to Bob for a medical appointment.
2. Bob receives Alice and gathers her symptomatology.
3. After consultation, Bob formulates a medicine treatment for Alice.
4. Bob sends the medicine formulation to Charlie, so he can deliver it to Alice.
5. Alice gets the medicine from Charlie and starts taking her treatment regularly as specified by Bob.
6. After some days, Alice comes back to Bob for a control, and the symptoms have disappeared.

Many details have been hindered from this example. First of all, it only details the interaction between three of the main actors involved. We may have a private healthcare institution that has to fulfill the auditing processes, where between activity 2 and 3, other actors will come into play. Our specification $S$ could be extended accordingly to a new model $S'$ including the two actions:

1. Alice comes to Bob for a medical appointment.
2. Bob receives Alice and gathers her symptomatology.
3. • On insufficiency of information, Bob will take blood samples and supplementary tests from Alice.
   • On cases with high variability, Bob will consult a pool of specialists on Alice's case.
4. Bob sends the medicine formulation to Charlie, so he can deliver it to Alice.
5. Alice gets the medicine from Charlie and starts taking her treatment regularly as specified by Bob.
6. After some days, Alice comes back to Bob for a control, and the symptoms have disappeared.
7.1. Refinement for Open Mixed Trees

It is to note, that even when \( S' \) has more behavior than \( S \), it is still constrained to a set of activities that can be performed. The extra set of activities can be repeated many times and with different execution orders, but activities outside this set have to be ruled out. For instance, Bob cannot start operating Alice just after having gathered her symptomatology.

How is \( S \) related to \( S' \)? It is clear that the notion that we are looking for has a lot to do with the notion of refinement. Basically, refinement tells us that a specification \( S \) and an implementation \( S' \) are related if the set of behaviors in \( S \) is a subset of the set of behaviors exhibited by \( S' \). There have been a myriad of papers during more than thirty years exploring different notions of partial transition systems and refinements capturing the relationship between abstract and concrete specifications, with views coming from branches as diverse as simulation and testing relations, modal transition systems, and abstract interpretation [Cousot & Cousot 1977, Larsen et al. 2007, Antonik et al. 2008a], and often applied to specific realms, like control theory [Baeten et al. 2010] and communication-centred programming [Bravetti & Zavattaro 2007].

In many cases we will specify systems by adding up more and more roles (and their respective behaviors) over the time. This, will lead us to start with a specification like \( S \), knowing that each of the actions can be further refined with more and more behavior. We propose a new controlled way, called open refinement, to specify where and which actions can be inserted. The idea is in addition to standard transitions \( P \xrightarrow{a} P' \) where a process \( P \) exhibits an immediate action \( a \) before evolving into \( P' \) to also specify open states \( P \xrightarrow{a} P' \), where the process \( P \) can exhibit a finite series of actions in \( A \) before evolving with \( a \) into \( P' \). The open state allows us to describe explicit stages in a process in which a process can be refined with any of the actions in a constrained set \( A \). Here, transitions become weaker, as they might need more than one step for moving from \( P \) to \( P' \), but they also become broader than the standard weak transitions, as the set \( A \) can involve several (and possibly visible) actions and not just a dedicated internal action.

These changes lead us to proposing a new notion of refinement we call open mixed refinement. Starting from the covariant-contravariant simulations (that allow mixed, externally and internally controlled, activities and captures the necessary difference between such) we add the new notion of open states and also the ability to specify explicitly if a system may terminate in a state from which additional internally controlled activities are possible.

We believe the proposed model has both good uses in practice and good properties, i.e. can be given a clean categorical representation. We start in this brief abstract by giving the definition and the first result that open mixed refinement specializes to covariant-contravariant simulation if one allows no open states and always allows termination.
7.1.1 Open Mixed Trees and Refinement

**Definition 7.1.1 (Open Mixed Trees).** An open mixed tree is a tuple

\[ T = (S, s_0, \text{Act}, \sigma, \rightarrow) \]

where

- \( S \) is a set of states,
- \( s_0 \in S \) is the initial state,
- \( \text{Act} = \text{Act}^- \cup \text{Act}^+ \) is a set of actions characterized as externally controlled actions in \( \text{Act}^- \) (denoted by \( a^- \)) and internally controlled actions in \( \text{Act}^+ \) (denoted by \( a^+ \)).
- \( \rightarrow \subseteq S \times \text{Act} \times S \) is a labelled transition relation between states
- \( \sigma : S \rightarrow \mathcal{P}(\text{Act} \cup \{\surd\}) \) defines for each state the open actions and the possibility of terminating
- \( \surd \notin \sigma(s) \implies \exists s \overset{b^+}{\longrightarrow} s \), i.e. an internally controlled action must be possible from every non-terminating state
- \( \forall s \in S \), there exists a unique path \( S_0 \overset{*}{\longrightarrow} s \) (i.e. the transition relation forms a tree)

An open mixed tree where \( \sigma(s) = \{\surd\} \) for all \( s \in S \), i.e. an open mixed tree with no open actions and which allow termination in every state, is referred to as just a mixed tree. A mixed tree is equivalent to a normal tree labelled with positive and negative labels.

Intuitively, an open mixed tree represents the specification of a reactive, non-deterministic system with both internally controlled actions (e.g. output) and externally controlled actions (e.g. input). Note that there may be actions in \( \text{Act}^- \cap \text{Act}^+ \) that are both externally and internally controlled.

In any state with at least one internally controlled action any implementation must be able to do at least one of the internally controlled actions, or terminate if termination is also allowed by the specification. The states in which it is allowed to terminate is defined by the set \( T \). Note that in order to not have any contradictions a state which is not in \( T \) (i.e. termination without further internally controlled actions is not allowed) must have at least one internally controlled action out of it.

Finally, the function \( \sigma \) pairs each state with a set of open (or underspecified) behavior, which allows an implementation to perform any action within the set a finite number of times before progressing (or terminating if the state is in \( T \). We can depict open trees easily:
Below we write $s_1 \stackrel{a}{\rightarrow} s_2$ when $\{s_1, \ell, s_2\} \in \rightarrow$ and $\ell \in \text{Act}^d$. Similarly, we write $a^+(s_1)$ for the set of transitions such that $s_1 \stackrel{a^+}{\rightarrow} s'_1 \in \sigma$

**Definition 7.1.2 (Refinement of Open Mixed Trees).** A binary relation $R \subseteq S_1 \times S_2$ between the state sets of two open mixed trees $P_i = (S_i, i_j, \text{Act}^-, \text{Act}^+)$ for $j \in \{1, 2\}$ is a refinement if $i_1 R i_2$ and $s_1 R s_2$ implies

1. $\forall s_1 \xrightarrow{a^-} s_1'$, implies $\exists s_2 \xrightarrow{a_1} s_{2,1} \xrightarrow{a_2} \cdots \xrightarrow{a_n} s_{2,n} \xrightarrow{a^-} s'_{2,n+1}$
   $s_i \in \sigma_i(s_1)$, and $s_1 R s_{2,i}$

2. $\forall s_2 \xrightarrow{a^+} s_2'$ implies (i) $\exists s_1 \xrightarrow{a^+} s_1'$, and $s_1 R s_1'$ or (ii) $a \in a^+(s_1)$ and $s_1 R s_1$

3. $\sigma_2(s_2) \subseteq \sigma_1(s_1)$

4. $\forall a \in \sigma(s_1) \Rightarrow s_2 \xrightarrow{a} s_{2,1} \xrightarrow{a_2} \cdots \xrightarrow{a_n} s_{2,n}$ and $s_i \in \sigma_i(s_1)$, $s_1 R s_{2,i}$ and $\forall s \in \sigma_i(s_2)$

5. if $s_2 = s_{2,0} \xrightarrow{a_0} s_{2,1} \xrightarrow{a_1} s_{2,2} \xrightarrow{a_2} \cdots$, $s_1 = s_{1,0}$ and $s_1 \xrightarrow{a_i} s_{1,i+1}$ or $s_{1,i} = s_{1,1+i}$ and $a_i \in \sigma_i(s_1)$ and $s_{1,i} R s_{2,i}$ for $i \in \omega$ then $|\{s_{1,i} \mid i \in \omega\}| = \omega$

We say that $Q$ is a refinement of $P$, written $P \sqsubseteq Q$, whenever there exists a relation $R$ such that $PRQ$.

**Proposition 7.1.3.** The refinement relation $\sqsubseteq$ between open mixed trees as defined above

1. is reflexive and transitive, and

2. contains the identity relation

As stated in the proposition below, refinement specializes for mixed trees (i.e. open mixed trees with no open actions and which allow termination in every state) to the notion of covariant-contravariant simulation defined in [Fábregas et al. 2010, Aceto et al. 2011].

**Definition 7.1.4 (covariant-contravariant simulation [Fábregas et al. 2010]).** Given $P = (P, B, \rightarrow_P)$ and $Q = (Q, B, \rightarrow_Q)$, two LTS for the alphabet $B$, and $\{B', B^l, B^u\}$ a partition of this alphabet. A $(B', B^l)$—simulation (or just a covariant-contravariant simulation) between them is a relation $S \subseteq P \times Q$ such that for every $pSq$ we have that:
• for all \( a \in B^i \cup B^{bi} \) and all \( p \xrightarrow{a} p' \) there exists \( q \xrightarrow{a} q' \) with \( p'Sq' \).

• for all \( a \in B^i \cup B^{bi} \) and all \( q \xrightarrow{a} q' \) there exists \( p \xrightarrow{a} p' \) with \( p'Sq' \).

**Proposition 7.1.5.** Refinement for open mixed trees coincides with covariant-contravariant simulations, taking \( B^i = \text{Act}^+ \setminus \text{Act}^- \), \( B^{bi} = \text{Act}^- \setminus \text{Act}^+ \) and, \( B^{bi} = \text{Act}^- \cap \text{Act}^- \).

### 7.2 Refinement for Transition Systems with Responses

**Motivation** Modal transition systems (MTS) were introduced originally in the seminal work of Larsen and Thomsen [Larsen & Thomsen 1988] (see also [Antonik et al. 2008b]) as a basic transition system model supporting stepwise specification and refinement of parallel processes. A MTS can be regarded as a labeled transition system (LTS) in which a subset of the transitions are identified as being required (must), while the others are allowed (may). In a MTS every required transition is also allowed, to avoid inconsistencies. A MTS describes simultaneously an over-approximation and an under-approximation of a process in an intertwined manner. In a stepwise refinement scenario this approximation interval is narrowed down to a single process, an LTS.

Subsequent work has lifted the assumption that required transitions need also be allowed, leading to the model of mixed transition systems [Dams 1996]. This means, that mixed transition systems allow states to have requirements that are not possible to fulfill, which we will refer to as conflicting requirements. However, the notion of a must transition that is not also a may transition appears quite intricate; it calls for interpreting the specifications at the targets of the must transitions which must all be satisfied in conjunction with some choice of may transition. We propose to take a step back and sketch a generalization of MTSs with a restricted kind of must transitions that allow for a simpler semantics. We simplify the exposition by restricting our attention to action-deterministic transition systems, where for each action \( a \) there is at most one \( a \)-transition from each state. We propose to replace the must transitions by a set of must actions assigned to every state. For readers familiar with mixed transition systems, this resembles a must transition to a “top” state from which every action is possible as a may transition. We refer to this set of actions as the response (or must) set, and we name the resulting model Transition Systems with Responses (TSR). We believe the mixed transition systems represented by TSRs are much simpler to understand and work with, and yet they still capture a rich set of specifications. Indeed, TRSs arise as the natural transition system underlying Dynamic Condition Response (DCR) Graphs (e.g. [Hildebrandt & Mukkamala 2010, Hildebrandt et al. 2011]), which generalize event structures to allow finite, executable specifications of \( \omega \)-regular languages and are particularly useful for specification of flexible workflows where many actions are optional and liveness properties are needed.

Consider the example of Figure 7.1, illustrating two parts of a medical workflow described as TSRs. The TSR given in Figure 7.1(a) shows that the doctor may
first order any number of tests and then prescribe some medicine. Having prescribed medicine, it becomes a requirement to sign the prescription, so the response set of state $s1$ now contains the action $sign$. The TSR for a nurse given in Figure 7.1(b) may be interpreted similarly: If the nurse receives a prescription then the TSR moves to state $s1$ in which $give$ is included in the response set, meaning that the medication must be given. However, this requirement cannot be satisfied in the present state, since there is no outgoing transition labelled with $give$. This reflects the rule in the workflow that the nurse is not allowed to give medicine before the prescription is signed. If a signature is received, then the nurse still has the requirement to do a $give$ transition, and so can finally perform it and return to the initial state. However, the nurse can also choose to do a $don’t trust$ action, which signals to the doctor that signing must occur again. In the doctor’s TSR the $?don’t trust$ action takes control back to the state where $sign$ is required as response.

7.2.1 Transition Systems with Responses and Refinement

**Definition 7.2.1 (Mixed Transition Systems).** A **Mixed Transition System** is a tuple $T = \langle S, s_0, Act, \rightarrow, \Rightarrow \rangle$ where $S$ is a set of states, $s_0 \in S$ is the initial state, $Act$ is a set of actions, and $\rightarrow, \Rightarrow \subseteq S \times Act \times S$ are respectively must and may transition relations. $T$ is also a **Modal Transition System (MTS)** if additionally $\Rightarrow \subseteq \rightarrow$.

**Definition 7.2.2 (Transition Systems with Responses).** A **Transition System with Responses (TSR)** is a tuple $T = \langle S, s_0, Act, \square, \rightarrow \rangle$ where $S, s_0, Act$ are like above and $\rightarrow \subseteq S \times Act \times S$ is a transition relation, $\square : S \rightarrow P(Act)$ defines for each state the response actions that must be executed. Let $\Diamond(s) =_{def} \{ a \mid \exists s’ s \xrightarrow{a} s’ \}$, i.e., the actions on transitions that may be taken from $s$. We refer to a finite or infinite sequence of transitions starting at the initial state as a run. A run is accepting if for any intermediate state $s$ in the run, $a \in \square(s)$ implies eventually after that state there will be a transition in the run labelled with the action $a$ or a state $s’$ where $a \notin \square(s’)$.

**Proposition 7.2.3.** Action-deterministic modal transition systems correspond to the subset of TSRs where for all states $s$ it holds that $\square(s) \subseteq \Diamond(s)$. TSRs correspond...
An action-deterministic MTS $M = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ can be represented as the TSR $R(M) = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ where $\mathit{\Box}(s) = \{ a : \exists s' \in S \; s \xrightarrow{a} s' \}$ and a TSR $T = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ as the action-deterministic MTS $M(T) = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ where $\mathit{\Box}(s) = \{ (s, a, t) : a \in \mathit{\Box}(s) \land \mathit{\Box}(s) \}$ and $\mathit{\rightarrow} = \mathit{\rightarrow}$. A TSR $T = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ corresponds to a mixed transition system $\mathit{Mix}(T) = \langle S \cup \{ t \}, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ where $\mathit{\Box} = \{ (s, a, t) : a \in \mathit{\Box}(s) \}$ and $\mathit{\rightarrow} = \mathit{\rightarrow} \cup \{ t \} \times \mathit{Act} \times \{ t \}$.

**Definition 7.2.4 (Deadlock and Liveness).** A deadlock state in a TSR $T = \langle S, s_0, \mathit{Act}, \mathit{\Box}, \mathit{\rightarrow}\rangle$ is a state with a non-empty must set, and no outgoing transitions, i.e., a state in which some actions are required but no further transitions are possible. Formally we define a predicate deadlock on $S$ by $\mathit{deadlock}(s) \equiv \mathit{\Box}(s) \neq \emptyset \land \mathit{\Diamond}(s) = \emptyset$. A TSR is deadlock free if it has no reachable deadlock state. A live state is one from which there exists an accepting run. A TSR is live if all reachable states are live.

**Definition 7.2.5 (Refinement of TSRs).** A binary relation $R \subseteq S_1 \times S_2$ between the state sets of two transition systems with responses $T_j = \langle S_j, s_{0,j}, \mathit{Act}, \mathit{\Box}_j, \mathit{\rightarrow}_j \rangle$ for $j \in \{1, 2\}$ is a refinement if $i_1 R_{i_2}$ and $s_1 R s_2$ implies

1. $\forall s_1 \xrightarrow{a} s'_1 \land a \in \mathit{\Box}_1(s_1)$ implies $\exists s_2 \xrightarrow{a} s'_2 \land a \in \mathit{\Box}_2(s_2)$ and $s'_1 R s'_2$

2. $\forall s_2 \xrightarrow{a} s'_2 \land a \in \mathit{\Box}_2(s_2)$ implies $\exists s_1 \xrightarrow{a} s'_1 \land s'_1 R s'_2$

The refinement $R$ is safe if it reflects deadlock states, so $\mathit{deadlock}(s_2) \implies \mathit{deadlock}(s_1)$ whenever $s_1 R s_2$.

**Proposition 7.2.6.** Given two TSRs $T_i = \langle S_i, s_{0,i}, \mathit{Act}, \mathit{\Box}_i, \mathit{\rightarrow}_i \rangle$ for $i \in \{1, 2\}$, if $R \subseteq S_1 \times S_2$ is a safe refinement then $T_2$ is deadlock free if $T_1$ is deadlock free.

An example of a safe refinement of the TSR in Figure 7.1(a) is the TSR obtained by removing order test transitions. Since the first prescribe is not in $\mathit{\Box}$, another example is a TSR with just the initial state.

An example of a non-safe refinement of the TSR in Figure 7.1(b) is the TSR obtained by removing transition labelled with ?sign. However, note that this action belongs to the interface of the TRS, i.e., it is controlled by the environment. This suggests as a next step studying a variant of refinement for TSRs where the interface actions are preserved akin to partial bisimulation[Rutten 2000] or alternating simulation[Alfaro & Henzinger 2001].

### 7.3 Discussion and Future Work

In the previous sections we have presented two generalisations of transition systems with certain degree of flexibility when describing specifications, as well as refinement as a way of relating different specifications with different degrees of informs.
They emerged from the simple motivation of having denotational models that allow for descriptions of systems that capture precisely the behaviour of a system but still allow certain degree of flexibility by including actions that may appear in implementations of the system. The first approach introduced open mixed trees as a generalisation of labelled trees that capture internal and external choices, termination and a set of open states. A refinement relation for open mixed trees then captures cases where an implementation accomplish all the actions involved in the standard specification, but can as well include optional actions left underspecified in open sets. The second approach introduced Transition Systems with Responses (TSRs) as a new generalisation of Modal Transition Systems which represents a restricted class of mixed transition systems that are much simpler than general mixed transition systems, and yet which remain expressive and allow natural definitions of deadlock freedom and liveness for infinite computations. We have proposed a notion of refinement, exemplified by a medical workflow consisting of two interacting TSRs.

As a future work, we aim at a unified framework were characterisations of refinement relations over transition systems with different characteristics (mixed behaviours, deadlock freedom, termination) can be studied. In particular, we believe that a category-theory view of concurrent processes can be suitable for the study of specifications with mixed behaviours, and in particular the evolution of concurrent systems with partial information. In a categorical framework, one could study specification models isolating each of their features alone, and show how the features can be combined, in the same style it has been done for functional simulation and bisimulation relations in [Joyal et al. 1993, Fiore et al. 1999, Winskel 2005].

With respect to the study of transition systems with responses, we aim at a further study of deadlock and liveness properties, as well as the detail of refinement and bisimulation for TSRs, and the relation to other models with liveness, such as DCR Graphs in [Hildebrandt & Mukkamala 2010, Hildebrandt et al. 2011] and Harel’s Live Sequence Charts (LSCs) [Damm & Harel 2001]. This will include lifting the restriction to action-deterministic systems, which can be done by considering TSRs with transitions carrying labelled events (as in asynchronous transition systems and labelled event structures) and response sets being sets of events, not actions.
8.1 Conclusions

Communication-centred programming is becoming a central matter of research today, at a time where the design of complex computation systems becomes more and more a task of defining communication and coordination protocols among entities. The fact that architectures for such entities face a high level of decentralisation makes the description of such protocols quite difficult in practice, and requires protocol designers to work at different levels abstraction that need to be interrelated. In this thesis we explored two of them: Descriptions featuring a global view of interactions between participants (choreographies) and descriptions featuring local views on how each participant reacts with respect to an environment (orchestrations). Along the previous 8 chapters we have explored programming languages techniques for choreographies and orchestrations, with the ultimate goal of integrating imperative descriptions of communication-centred programs with their declarative counterparts in terms of logical descriptions. We found out that although both imperative and declarative approaches for specifying communication-centred programs are quite mature, little has been done towards establishing the relation between them. The aspects taken into consideration during the writing of this document have been diverse, and topics here exposed range between (variants) of process calculi for communicating processes, logical characterisations of message-passing concurrency, type systems, behavioural (refinement) relations between processes, and timing specifications. The results in this thesis can be summarised below:

Logical Characterisations of Communication-Centred Programming Starting from imperative and declarative ways of specifying communication-centred programs, we established connections between them by means of logical characterisations of choreographies and orchestrations. With respect to choreographies, we introduced a modal logic that allows for flexible descriptions of interactions in a global setting. With respect to orchestrations, we explored the connections of the specifications of services with respect to modal and linear temporal logics. These connections allow for checking the conformance of an already running specification (the imperative view) against a logical formula describing the minimal set of constraints required in such scenario (the declarative view). Moreover, a mapping from logics for choreographies to logics for orchestrations is provided, in a way that one can project the formula characterising the good behaviour of a global specification, and check the conformance of their associated end-points.
**Behavioural Types for Communication and Security**  One of the main interests of this thesis is to provide for mechanisms where communications can evidence certain properties regarding the correctness of their interactions. Apart from logics, we explore type systems to ensure such properties. First, we build upon languages for session types to guarantee that protocol descriptions conform to a certain control flow, and that allows for mappings between global and local views. The connection between session typed calculi and the logical characterisations here presented allow one to describe meaningful mappings: that is, global specifications that respect a certain explicit behaviour (global type) and correspond to a logical formula, map correctly to meaningful descriptions of orchestrations (end-point projections) and correspond to the logical projection of global formulae. A second type system here explored describes particular aspects of communications in concurrent constraint languages: Here we show that a typing discipline restricting the use of variables in a specification of a system allows for guarantees about the good behaviour of a system, describing appropriately communication and security protocols. This is (we believe) the first work on behavioural type systems for a language of concurrent constraints, and opens the landscape for the description of more complex typing scenarios.

**Timing and Exceptional Behaviour in Structured Communications**  We started explorations on concepts like compensating behaviours and timed specifications of communication-centred programs. The study of temporal and exceptional behaviour was performed by adding minimal extensions to languages of communication-centred programming with primitives that allow distribution of time and compensating behaviour. From such studies we found that both exceptional and timing behaviour need to be consider together, and not in isolation when describing models of interactions. Moreover, the description of interactions with multiple levels of nesting (something particularly useful in service oriented architectures) greatly complicates the semantics of the compensation behaviour, and requires a more flexible treatment than the one used to control exceptions in imperative languages.

We hope this work evidences the connections between declarative and imperative styles in the description of communication protocols, and works as an initial contribution where research in this important area can be built upon.

### 8.2 Current and Future work

In this dissertation we have already pointed towards different directions for future work. In this section we conclude by providing some comments on which directions we believe are particularly interesting. Some of them are the object of current work.

**Model Checking Communication-Centred Programs**  Along this whole thesis we have advocated for connections between specifications and logics when describing communication protocols. The most natural idea expanding from this work is the development of automated reasoning tools that allow one to mechanise the satisfiability checking
of formulae in specifications of communication-centred programs. In order to provide such tools both theory and practice have to be advanced. As we presented in Chapter ?? with $\mathcal{GL}$, we face undecidability issues when trying to verify programming languages for communication-centred programs that feature recursion and restriction operators. It is necessary to restrict our models to a subset of the language, or to develop reasonable approximations regarding the models to avoid state space explosion problems. One strand of work will be to complement the results presented in Chapter ?? and Chapter 5 with model checking tools that allow us to verify the satisfaction of logics for communication-centred programs in an automated way.

More on Type Disciplines  
Type systems provide mechanisms to restrict the behaviour of programming languages in such a way that well-typed programs exhibit guarantees about the good behaviour of systems specified. Three directions regarding the use of type disciplines come out as inspiration of this work.

First, the results in Chapter 4 presented a first approach towards behavioural types for a language of concurrent constraints. One might expect that the use of Concurrent Constraint Programming languages for communication-centred programming require the adaptation of session types such that communications in CCP follow a certain order previously established in the communication protocol. The adaptation of session types to CCP is by no means straightforward, and one need to take into consideration that CCP is a general model of concurrency, that is specialised with constraint languages depending on their application. One might expect session types in such setting will emerge a specialisation's of a general class of type systems, on the same lines as general type systems for Bigraphs [Elsborg et al. 2009] and the $\Psi$ Calculus [Huttel 2011].

Second, the results involving time analysis in communication-centred programs presented in Chapter 6 opens an important question regarding the application of current type disciplines when involving timed specifications. The work in [Berger & Yoshida 2007] proposes typing analysis techniques for a variant of the asynchronous $\pi$-calculus with locations and time windows. A linear/affine type discipline presents a way to integrate time and linearity conditions in the analysis of interactions: by typing timed processes, one is able to provide further guarantees about the liveness conditions of the systems under consideration. A further step derived from this research involves the integration of a theory of timed types for global descriptions involving idealised, global time, accessible for all participating nodes in the protocol, that further can be projected to infrastructures where synchronisation of real, physical clocks is taken into consideration.

Third, we aim at exploring further connections between logics and behavioural types. We are particularly interested in the application of refinement types for description of communication-centred programs. Refinement Types are dependent types that embed first-order logic formulae [Gordon & Fournet 2009]. This framework provides a uniform setting to increase the expressive power of type systems by defining subsets of types through logical separation. Its recent introduction opens interesting
perspectives for the application of refinement types to session and security types, allowing one to express properties of protocols that go beyond the control flow behaviour of messages exchanged in a protocol.

Open Specifications, and General Visions of Refinement  The development of a logical vision for communication-centred programs have left us with questions about the correct set of operators that we want to have in the logic. In this document we explored derivations of Hennessy-Milner Logics, where the main properties of interest involved action and may formulae both at the level of choreographies and end-points. The may operator tells us important information about the existence of an evolution where a property is fulfilled, but sometimes it can fall short by allowing other evolutions of the system that do not comply with the property. In [Carbone et al. 2011] we started studies on stronger versions of the may modality, where one is allowed to express that a property is fulfilled in all possible executions in an eventual state, and their implementation as part of the operators in $\mathcal{GL}$ is foreseen. Other improvements to the logics proposed include the use of fixed points, essential for describing state-changing loops, and auxiliary axioms describing structural properties of a choreography.

As future work, we aim at a unified framework where characterisations of refinement relations over transition systems with different characteristics (mixed behaviours, deadlock freedom, termination) can be studied. In particular, we believe that a categorical view of concurrent processes can be suitable for the study of specifications with mixed behaviours, and in particular the evolution of concurrent systems with partial information. In a categorical framework, one could study specification models isolating each of their features alone, and show how the features can be combined, in the same style it has been done for functional simulation and bisimulation relations in [Joyal et al. 1993, Fiore et al. 1999, Winskel 2005].

Nominal Concurrent Constraint Programming  One of the long-withstanding goals in the research of CCP languages has been the correct representation of mobile behaviour over concurrent constraint programs. When referring to mobile behaviour we can consider either link mobility, the ability of the network to reconfigure the connections between nodes, or process mobility, the ability to reconfigure the topology of the network. Link mobility has been modelled in utcc [Olarte & Valencia 2008a]. In the classical setting, CCP-like calculi have modelled the logical view of a restriction operator as an existential quantifier over a constraint store. By this formulation one can say that a variable $x$ is private from the constraint store $c$ as no other process can know the contents of $x$ in $\exists x \ c$, except the one that imposed the constraint. In [Palamidessi et al. 2006] it has been noticed that such a logical characterisation of name restriction using the existential quantifier does not ensure uniqueness in the fragment of the $\pi$-calculus with mismatch: given $\exists x \exists y \ c(x, y)$ we cannot say that $x$ is different than $y$, therefore the freshness of name generation cannot be guaranteed (as previously discussed in Chapter 4).

Given the importance of freshness and uniqueness conditions when dealing with
sessions, we aim for a reformulation of the name hiding on cc-calculi using a different conception. For doing so, we started working in a new variant of ccp-calculi, called Fresh CCP, to deal with name generation. In fresh CCP, fresh name generation is achieved by a redefinition of the underlying constraint system and the denotational model of CCP with the use of nominal logic [Pitts 2003], an extension of first order logic with bundled notions of name swapping and fresh terms.
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